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Distributed On-Off Power Control for
Amplify-and-Forward Relays with

Orthogonal Space-Time Block Code
Mingjun Dai, Chi Wan Sung, and Yan Wang

Abstract—A single source-destination pair communicating via
a layer of parallel relay nodes under quasi-static slow fading
environment is investigated. One existing transmission protocol
is considered, namely, the combination of the distributed version
of the half symbol-rate complex constellation orthogonal space-
time block codes (OSTBC) with adaptive amplify-and-forward
(AAF) relaying strategy. We call this transmission protocol as
distributed orthogonal space-time block coded adaptive amplify-
and-forward (DOSTBC-AAF). To improve the performance of
DOSTBC-AAF, a distributed on-off power control (OOPC) rule
applied to the relays is analytically derived and is proved to
achieve full diversity order. The outage performance of DOSTBC-
AAF with and without power control is evaluated. Our simulation
results show that DOSTBC-AAF with all relays transmitting at
full power (FP) achieves no diversity gain, whereas DOSTBC-
AAF with OOPC achieves full diversity order. Correspondingly,
at high signal-to-noise ratio (SNR), the diversity-multiplexing
tradeoff (DMT) achieved by DOSTBC-AAF (OOPC) is analyti-
cally derived and is numerically shown to outperform DOSTBC-
AAF (FP) significantly.

Index Terms—Orthogonal space-time block codes (OSTBC),
amplify-and-forward (AF), parallel relay network, power control.

I. INTRODUCTION

IN a fading environment, multiple-antennas technique is
effective to increase the capacity and reliability of a point-

to-point multiple-input multiple-output (MIMO) wireless sys-
tem [1]. If channel state information (CSI) of a communication
link is available at both the transmitter (CSIT) and the receiver
(CSIR) side, the transmitter and the receiver can adopt transmit
beamforming and maximal ratio combining, respectively. This
can co-phase the received signals from different paths, hence
increasing the received signal-to-noise ratio (SNR). If only
CSIR is assumed, space-time (ST) codes [2], [3] mimic
transmit beamforming quite well though losing some power
efficiency. As a result, ST codes are a good choice.

ST codes can be divided into two categories: space-time
trellis code (STTC) [2] and space-time block codes (STBC),
with the latter includes several variations, such as Khatri-Rao
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space-time (KRST) code [4], orthogonal STBC (OSTBC) [3],
[5], and quasi-orthogonal STBC (QOSTBC) [6], [7]. Within
ST codes family, the decoding complexity of STTC, KRST,
and QOSTBC grows rapidly with the number of transmit
antennas (TA) [8], [9], [10], [11], only OSTBC enjoys fast
decoupled symbol-wise maximum-likelihood (ML) detection,
whose complexity is linear with the number of TAs. The
benefit of offering full diversity and decreased decoding com-
plexity makes OSTBC attractive for low-complexity wireless
networks. Normally, people pay attention to complex OSTBC
with word “complex” meaning that the signal constellation
is complex, since more dimensions are utilized compared to
real codes. Within complex OSTBC designs, though there
are high symbol-rate designs such as the 3/4 symbol-rate
complex OSTBC [5], [12], which is dedicated to three and four
antennas only, the half symbol-rate complex OSTBC [5] can
be applied to arbitrary number of TAs [13], [14]. Besides, for
large number of TAs, the half symbol-rate complex OSTBC
approaches the theoretical maximal symbol-rate, lim

𝑚→∞
𝑚+1
2𝑚 =

1
2 [15], where number of Tx antennas is 2𝑚 or 2𝑚− 1.

Although multiple-antennas enjoys high received SNR,
hence good reliability performance, the cost of deploying
multiple antennas is quite high. Therefore, it is more practical
to equip each terminal with single antenna. One solution to
keep multiple-antennas’ good property is to let a number of
single-antenna nodes cooperatively act as a virtual antenna
array [16]. Based on this intuition, parallel relay network, in
which a source node and a destination node are connected by a
number of parallel relay nodes, was proposed and investigated
in [17] for the additive white Gaussian noise (AWGN) channel.
The fading case assuming both CSIT and CSIR, is investigated
in [18], [19]. For the fading case assuming CSIR only,
similar to the MIMO case mentioned in the first pargraph,
distributed version of OSTBC (DOSTBC) [20], which is
cooperatively applied on the relay nodes by treating each relay
node as an antenna, can achieve high diversity-multiplexing
tradeoff (DMT) performance. As word “distributed” indicates,
DOSTBC differs OSTBC in two folds: One is the existence
of asynchronism between relay nodes for DOSTBC, and the
other is the lack of information share between relay nodes for
DOSTBC. For one-way communication, since the feedback
channel can adjust each relay node’s transmission time, we can
assume synchronized DOSTBC, which works as a building
block for investigation of asynchronized DOSTBC.

Beside DOSTBC which is cooperatively applied at the relay
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Fig. 1. The parallel relay network model.

nodes, at each relay node, there involves relaying techniques,
including amplify-and-forward (AF) and decode-and-forward
(DF), etc. AF can be divided into two categories: fixed-gain
AF (FGAF), whose amplifying factor is fixed, and adaptive AF
(AAF), whose amplifying factor depends on the instantaneous
CSI of its input channel.

There are a lot of variations that combine DOSTBC with
DF [21], with FGAF [22]-[26], and with AAF [27]. It is shown
that DOSTBC combined with DF [21] and with FGAF [22]-
[26] can achieve full diversity order in terms of the number
of parallel relay nodes, respectively. However, DF suffers
from high complexity, high energy consumption; FGAF may
drive the transmit amplifier at the relay node into saturation,
while the amplifying factor of AAF can be adjusted to avoid
saturation. However, how to set the amplifying factor has yet
to be specified. It is observed in Scheme 3 of [27] that letting
all the relays always transmit with full power (FP) achieves
diversity order no more than one. It is important to investigate
whether DOSTBC combined with AAF can reap full diversity
order.

In this paper, we apply both DOSTBC and AAF (DOSTBC-
AAF) at the relay nodes. In particular, we combine the half
symbol-rate complex DOSTBC with AAF and show that it can
achieve full diversity by appropriate power control. If all the
relay nodes always use FP, i.e., the amplifying factor of each
relay node is set to be its maximum value, our simulation result
shows that the achieved diversity order is one. To decrease
the end-to-end outage probability, we analytically derive an
on-off power control (OOPC) rule for DOSTBC-AAF. With
this rule, we prove that DOSTBC-AAF (OOPC) can achieve
full diversity. Besides, DOSTBC-AAF (OOPC) can be applied
to arbitrary number of parallel relay nodes, and enjoys simple
operation at the relay nodes and the destination node. The
operation at the relay nodes is on-off AF and that at the
destination node is decoupled symbol-wise ML decoding. We
remark that this work is a non-trivial generalization of the
power control rule in [28] to more than two parallel relay
nodes.

II. SYSTEM MODEL

We consider a single source communicating to a single
destination in a network over a layer of 𝑁 > 2 parallel
relay nodes. There is no direct link from the source to the
destination. As shown in Fig. 1, information source 𝐴 has a
single transmit antenna, and final destination 𝐵 has a single
receive antenna. The 𝑁 relays are respectively denoted as
relay 𝑖 ∈ {1, 2, . . . , 𝑁} ≜ 𝒩 , each having a single antenna

which can transmit and receive simultaneously. Note that the
results obtained based on this full-duplex relay assumption
can be directly applied to the half-duplex case. We consider
the slow-fading scenario where the link gains are random
but remain constant for a transmission block of 2𝑃 symbol
times. Let ℎ𝐴𝑖 and ℎ𝑖𝐵 be the link gains from source 𝐴
to relay 𝑖 and from relay 𝑖 to destination 𝐵 respectively,
𝑖 ∈ 𝒩 . Define column vectors 𝒉𝐵 ≜ (ℎ1𝐵 , . . . , ℎ𝑁𝐵) and
𝒉 ≜ (ℎ𝐴1, . . . , ℎ𝐴𝑁 , ℎ1𝐵, . . . , ℎ𝑁𝐵). We assume that CSI of
a communication link is available at its receiver but not at
its transmitter, i.e., we assume CSIR only. More specifically,
relay 𝑖 knows ℎ𝐴𝑖, and the destination node knows 𝒉.

Let 𝑋𝑖[𝑚] denote the transmitted codeword from node 𝑖
at time instant 𝑚, 𝑖 ∈ {𝐴}∪𝒩 , 𝑌𝑖[𝑚] and 𝑤𝑖[𝑚] denote
the received codeword and the thermal noise at node 𝑖 at
time instant 𝑚, 𝑖 ∈ {𝐵}∪𝒩 . Each channel’s input-output
relationship is represented by the following formulas:

𝑌𝑖[𝑚] = ℎ𝐴𝑖𝑋𝐴[𝑚] + 𝑤𝑖[𝑚] for 𝑖 ∈ 𝒩 , (1)

𝑌𝐵[𝑚] =
𝑁∑
𝑖=1

ℎ𝑖𝐵𝑋𝑖[𝑚] + 𝑤𝐵 [𝑚], (2)

subject to the power of 𝑋𝐴[𝑚], averaging over a transmission
block of 𝑃 symbols, is less than 𝑃𝐴, and that of 𝑋𝑖[𝑚],
averaging over a transmission block of 2𝑃 symbols, is less
than 𝑃𝑖 for 𝑖 ∈ 𝒩 . The reason why the constraints are
imposed in this way will become clear after we describe how
the half symbol-rate STBC is integrated into our transmission
scheme in the next two sections. We further assume that
𝑃𝑖 ≜ 𝜅𝑃𝐴, 𝑖 ∈ 𝒩 . Let 𝑤𝑖[𝑚], 𝑤𝐵[𝑚] ∼ 𝒞𝒩 (0, 𝛿2𝑤). Define
Γ ≜ 𝑃𝐴/𝛿

2
𝑤. The instantaneous received SNR at relay 𝑖 is

denoted by Γ𝑖, and is equal to ∣ℎ𝐴𝑖∣2Γ. The instantaneous
received SNR at destination 𝐵 is denoted by Γ𝐵(𝒉), whose
value depends on the transmission scheme. Correspondingly,
we define 𝑅𝐴(𝒉) as the instantaneous end-to-end information
rate from source 𝐴 to destination 𝐵, and it is equal to
𝑅𝐴(𝒉) = log2 (1 + Γ𝐵(𝒉)).

An outage event occurs if 𝑅𝐴(𝒉) falls below a certain
threshold, 𝑅𝑡ℎ𝑑. Outage probability is the probability of occur-
rence of an outage event, i.e., 𝑝𝑜𝑢𝑡 ≜ Pr{𝑅𝐴(𝒉) < 𝑅𝑡ℎ𝑑}. The
𝜖-outage rate 𝑅𝜖 for a certain scheme is defined as the value
of 𝑅𝑡ℎ𝑑 such that 𝑝𝑜𝑢𝑡 = 𝜖 holds. It is clearly a function of
Γ. There is a one-to-one correspondence between 𝑅𝐴(𝒉) and
Γ𝐵(𝒉). Therefore, the outage probability can also be obtained
by comparing Γ𝐵(𝒉) with Γ𝑡ℎ𝑑 ≜ 2𝑅𝑡ℎ𝑑−1. More specifically,
we have 𝑝𝑜𝑢𝑡 = Pr{Γ𝐵(𝒉) < Γ𝑡ℎ𝑑}.

Remark: Throughout this paper, we use superscript 𝑇 , ∗,
and † to denote the transpose, conjugate, and the conjugate
transpose operation, respectively. We let superscript (𝑅) and
(𝐼) denote the real part and imaginary part of a complex
number/vector/matrix, respectively.

III. GENERALIZED ORTHOGONAL DESIGNS

In this section, we present some terminologies in the theory
of generalized orthogonal designs [5], and derive some new
properties of a particular design, which will be used in the
subsequent sections. We first introduce the following two
notions defined in [5], [29]:
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Definition 1: A generalized real orthogonal design
(GROD) 𝑮 of size 𝑁 is a 𝑃 × 𝑁 matrix with
entries 0, 𝑥1, 𝑥2, . . . , 𝑥𝐾 ,−𝑥1,−𝑥2, . . . ,−𝑥𝐾 , where
𝑥1, 𝑥2, . . . , 𝑥𝐾 are indeterminates over the real field,
satisfying 𝑮𝑇𝑮 = (𝑥2

1 + 𝑥2
2 + ⋅ ⋅ ⋅ + 𝑥2

𝐾)𝑰𝑁 , where 𝑰𝑁 is
the 𝑁 ×𝑁 identity matrix. The symbol-rate of 𝑮 is defined
as 𝐾/𝑃 .

Definition 2: A generalized complex orthogonal design
(GCOD) 𝑮𝑐 of size 𝑁 is a 𝑃𝑐 × 𝑁 matrix with entries
0, or 𝑥1, 𝑥2, . . . , 𝑥𝐾 ,−𝑥1,−𝑥2, . . . ,−𝑥𝐾 , or their conjugates
𝑥∗
1, 𝑥

∗
2, . . . , 𝑥

∗
𝐾 ,−𝑥∗

1,−𝑥∗
2, . . . ,−𝑥∗

𝐾 , or the products of the
above ones with the imaginary unit 𝑗, where 𝑥1, 𝑥2, . . . , 𝑥𝐾
are indeterminates over the complex field, satisfying 𝑮†

𝑐𝑮𝑐 =
𝛾(∣𝑥1∣2 + ∣𝑥2∣2 + ⋅ ⋅ ⋅+ ∣𝑥𝐾 ∣2)𝑰𝑁 , where 𝛾 is a constant. The
symbol-rate of 𝑮𝑐 is defined as 𝐾/𝑃𝑐.

In this paper, we adopt the half symbol-rate GCOD con-
structed in [5], since it can be applied to arbitrary number of
TAs/relay nodes. It is constructed by concatenating a GROD
with its conjugate:

𝑮𝑐 ≜
[
𝑮
𝑮∗

]
, (3)

where 𝑮 ≜ [𝑔𝑗𝑖]𝑃×𝑁 is a GROD. How to construct 𝑮 can be
found in [5]. An example for 𝑁 = 3 is given below:

𝑮3
𝑐 =

⎡
⎣𝑥1 −𝑥2 −𝑥3 −𝑥4 𝑥∗

1 −𝑥∗
2 −𝑥∗

3 −𝑥∗
4

𝑥2 𝑥1 𝑥4 −𝑥3 𝑥∗
2 𝑥∗

1 𝑥∗
4 −𝑥∗

3

𝑥3 −𝑥4 𝑥1 𝑥2 𝑥∗
3 −𝑥∗

4 𝑥∗
1 𝑥∗

2

⎤
⎦
𝑇

.

(4)

The symbol-rate of 𝑮𝑐 is 𝐾/2𝑃 by definition and is equal
to 1/2 according to [5]. We then obtain 𝐾 = 𝑃 . In other
words, the symbol-rate of 𝑮 is equal to one. In the following,
we will use 𝑃 and 𝐾 interchangeably. We index the upper
half of 𝑮𝑐 by 𝒫real ≜ {1, 2, . . . , 𝑃}, and the lower half by
𝒫comp ≜ {𝑃+1, 𝑃+2, . . . , 2𝑃}, with each index representing
transmission time instant, since one row of 𝑮𝑐 is transmitted
by the antennas each time. The 2𝑃 transmissions compose a
transmission block.

Lemma 1: A symbol-rate one GROD, 𝑮, has the following
properties:

a) There is no zero entry in 𝑮;
b) Different entries in the same row or in the same column

involve different indeterminates, i.e., 𝑔𝑗𝑖 ∕= ±𝑔𝑗′𝑖′ if
either 𝑗 = 𝑗′ or 𝑖 = 𝑖′ (but not both);

c) The width of 𝑮 is no greater than the height of 𝑮, i.e.,
𝑁 ≤ 𝑃 ;

d) The indeterminate 𝑥𝑘 occurs 𝑁 times in 𝑮 for all 𝑘 ∈
{1, 2, . . . ,𝐾} ≜ 𝒦.

The proof is given in Appendix A.
For the ease of presentation, we express the half symbol-

rate GCOD code matrix, after taking the transpose operation,
in the following form [30]:

𝑮𝑇
𝑐 =

𝐾∑
𝑘=1

𝑼𝑘𝑥
(𝑅)
𝑘 + 𝑗

𝐾∑
𝑘=1

𝑽 𝑘𝑥
(𝐼)
𝑘 , (5)

where 𝑼𝑘 and 𝑽 𝑘 are the associated 𝑁×2𝑃 complex transmit
matrices for 𝑥(𝑅)

𝑘 and 𝑥
(𝐼)
𝑘 , respectively. For example, consider

the position of the complex indeterminate 𝑥1 in 𝑮3
𝑐 in (4). It

is easy to see that the corresponding 𝑼1 and 𝑽 1 are given
below:

𝑼1 =

⎡
⎣1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0

⎤
⎦ ,

𝑽 1 =

⎡
⎣1 0 0 0 −1 0 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0

⎤
⎦ .

According to [30], 𝑼𝑘 and 𝑽 𝑘 have the following proper-
ties:

𝑼𝑘𝑼
†
𝑘 = 2𝑰𝑁 , 𝑽 𝑘𝑽

†
𝑘 = 2𝑰𝑁 , ∀𝑘 ∈ 𝒦, (6)

𝑼𝑘𝑼
†
𝑚 = −𝑼𝑚𝑼 †

𝑘, 𝑽 𝑘𝑽
†
𝑚 = −𝑽 𝑚𝑽 †

𝑘, 𝑘,𝑚 ∈ 𝒦, 𝑘 ∕= 𝑚,
(7)

𝑼𝑘𝑽
†
𝑚 = 𝑽 𝑚𝑼 †

𝑘, ∀𝑘,𝑚 ∈ 𝒦. (8)

The construction rule of 𝑮𝑐 in (3) dictates that the cor-
responding 𝑼𝑘 and 𝑽 𝑘 have a common left half submatrix,
denoted by 𝑪𝑘, for all 𝑘. Furthermore, their right half matrices
are opposite in sign. We can express them as 𝑼𝑘 =

[
𝑪𝑘 𝑪𝑘

]
and 𝑽 𝑘 =

[
𝑪𝑘 −𝑪𝑘

]
. We summarize the properties of 𝑪𝑘 in

the following lemma. Note that (a) follows from Definition 1,
(b) from Lemma 1(b), (c) from Lemma 1(d), and (d) from (b),
(c), and Lemma 1(c).

Lemma 2: The common left half submatrix of 𝑼𝑘 and 𝑽 𝑘,
denoted by 𝑪𝑘, has the following properties:

a) Each entry of 𝑪𝑘 belongs to {0,+1,−1};
b) In the same column or in the same row, the number of

nonzero entries is at most one;
c) The number of nonzero entries is equal to 𝑁 ;
d) Each row consists of exactly one nonzero entry.

IV. GCOD COMBINED WITH ADAPTIVE

AMPLIFY-AND-FORWARD

We apply the half symbol-rate GCOD code to the parallel
relay network, with each relay acts as an antenna. After
receiving a block of 𝑃 symbols from the source, each relay
node reshuffles the symbols according to the GCOD code
and uses AAF to forward them to the destination. We call
this protocol DOSTBC-AAF. In the next three subsections,
we will describe the implementations at the source node, the
relay nodes, and the destination node, respectively, within two
consecutive transmission blocks. Afterwards, we will analyze
the received SNR at the destination.

A. Implementation at the source node

At source 𝐴, a transmission block of 2𝑃 symbol times is
divided into two equal-length sub-blocks. Source 𝐴 transmits
symbol 𝑋𝐴[𝑘] at time instant 𝑘 ∈ 𝒫real during the first sub-
block, and keeps silent during the second sub-block.

B. Implementation at the relay nodes

The relay nodes, with each acting as a single antenna, apply
the OSTBC cooperately in a distributed manner. Recall that
we assume the relay nodes operate in full-duplex mode. At
each relay node, the received noisy symbols within the first
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sub-block act as basic entries for constructing a column of
GCOD. More specifically, each relay reshuffles the order of
its received symbols according to the half symbol-rate GCOD
rule followed by amplitude change. After the reshuffling, the
symbols are transmitted in the next transmission block. There
is one block delay because a relay needs to store one block
of received symbols before it can construct a new block of
symbols.

Based on the GCOD rule, the 𝑗-th transmitted symbol by
relay 𝑖 within the first sub-block is given by

𝑋𝑖[𝑗] = 𝜑𝑖𝑗𝜉𝑖𝑌𝑖[𝑡𝑖𝑗 ] =
(
𝜉𝑖ℎ𝐴𝑖

)(
𝜑𝑖𝑗𝑋𝐴[𝑡𝑖𝑗 ]

)
+ 𝜑𝑖𝑗𝜉𝑖𝑤𝑖[𝑡𝑖𝑗 ],

𝑗 ∈ 𝒫real, 𝑖 ∈ 𝒩 , (9)

where 𝜑𝑖𝑗 ∈ {−1, 1} represents the sign of the (𝑗, 𝑖)-th entry

in 𝑮𝑐, 𝜉𝑖 ≤
√

𝑃𝑖

∣ℎ𝐴𝑖∣2𝑃𝐴+𝛿2𝑤
≜ 𝜉max

𝑖 represents amplitude
change/amplifying factor whose value depends on the instanta-
neous link gain of its input channel1, and 𝑡𝑖𝑗 ∈ 𝒫real represents
the reshuffled order, i.e., the time index of the received symbol
within previous transmission block, whose value is equal to
the subscript of the (𝑗, 𝑖)-th entry in 𝑮𝑐. For the second sub-
block, according to (3), the 𝑗-th transmission at relay 𝑖 is given
by

𝑋𝑖[𝑗] = (𝑋𝑖[𝑗 − 𝑃 ])∗, 𝑗 ∈ 𝒫comp, 𝑖 ∈ 𝒩 . (10)

C. Implementation at the destination node

If we stack the 2𝑃 received symbols at destination 𝐵 for one
transmission block to form a 2𝑃 × 1 column vector, then (2)
for one transmission block can be written in matrix form as

𝒚𝐵 = 𝑿𝑇𝒉𝐵 +𝒘𝐵, (11)

where column vectors 𝒘𝐵 ≜ (𝑤𝐵 [1], . . . , 𝑤𝐵 [2𝑃 ]) and 𝒚𝐵 ≜
(𝑌𝐵 [1], . . . , 𝑌𝐵[2𝑃 ]), and 𝑁 × 2𝑃 matrix 𝑿 ≜

[
𝑋𝑖[𝑗]

]
𝑁×2𝑃

with 𝑖 as the row index and 𝑗 as the column index.
As (9) shows, each entry of 𝑿 contains two components:

The first component is the amplified useful signal, and the
second is the amplified noise. Hence, we can view matrix 𝑿
as the sum of two matrices: One, denoted as 𝑿𝑠, has the
useful signal components as its entries; and the other, denoted
as 𝑿𝑛, has the noise components be its entries. Based on (9)
and (10), we can express 𝑿𝑠 and 𝑿𝑛 as

𝑿𝑠 = 𝑫𝜉ℎ𝑿𝐴, (12)

𝑿𝑛 = 𝑫𝜉𝑾𝑅, (13)

where 𝑫𝜉ℎ ≜ diag{𝜉1ℎ𝐴1, . . . , 𝜉𝑁ℎ𝐴𝑁}, 𝑫𝜉 ≜
diag{𝜉1, . . . , 𝜉𝑁}, and definition of 𝑿𝐴 and 𝑾𝑅 can
be seen in (14) and (15) at the top of next page. Note that
each entry of the left half submatrix in 𝑾𝑅 is defined as
�̃�𝑖[𝑗] ≜ 𝜑𝑖𝑗𝑤𝑖[𝑗], 𝑖 ∈ 𝒩 , 𝑗 ∈ 𝒫real. Clearly, �̃�𝑖[𝑗] follows
the same distribution as 𝑤𝑖[𝑗]. Based on the specification of
value 𝑡𝑖𝑗 in previous subsection and Lemma 1(b), we can
easily obtain that index 𝑡𝑖𝑗 of each entry in 𝑾𝑅 has the
following property:

1This means that the relay node adopts AAF, with the amplifying factor 𝜉𝑖
subject to a constraint which is characterized by the average power constraint
within a codeword. Note that our constraint on 𝜉𝑖 is identical to that in (9)
of [20].

Lemma 3: If 𝑗1 ∕= 𝑗2, then 𝑡𝑖𝑗1 ∕= 𝑡𝑖𝑗2 , 𝑖 ∈ 𝒩 , 𝑗1, 𝑗2 ∈
𝒫real.

Recall that 𝑿𝐴 is formed according to the GCOD code
matrix, and thus can be decomposed according to (5). After
the decomposition, we substitute (12) and (13) into (11) to
obtain

𝒚𝐵 =

( 𝐾∑
𝑘=1

𝑫𝜉ℎ𝑼𝑘𝑋𝐴[𝑘]
(𝑅) + 𝑗

𝐾∑
𝑘=1

𝑫𝜉ℎ𝑽 𝑘𝑋𝐴[𝑘]
(𝐼)

+𝑫𝜉𝑾𝑅

)𝑇

𝒉𝐵 +𝒘𝐵 , (16)

=

𝐾∑
𝑘=1

𝑼𝑇
𝑘 𝒉𝑒𝑞𝑋𝐴[𝑘]

(𝑅) + 𝑗

𝐾∑
𝑘=1

𝑽 𝑇
𝑘 𝒉𝑒𝑞𝑋𝐴[𝑘]

(𝐼)

+𝑾 𝑇
𝑅𝑫𝜉𝒉𝐵 +𝒘𝐵, (17)

where 𝒉𝑒𝑞 ≜ 𝑫𝑇
𝜉ℎ𝒉𝐵 = 𝑫𝜉ℎ𝒉𝐵 =

diag{𝜉1ℎ𝐴1ℎ1𝐵, . . . , 𝜉𝑁ℎ𝐴𝑁ℎ𝑁𝐵}.
We use the decorrelator and the maximal ratio combiner

(MRC) at the receiver. In particular, we decompose the
detection problem for the 𝑃 transmitted symbols within a
transmission block into 𝑃 parallel problems and uses MRC
to combine the corresponding signals from the 𝑁 relay
nodes. The parallelization and the MRC can be simultaneously
achieved by right multiplying the received symbol vector 𝒚𝐵

by 𝒉†
𝑒𝑞𝑼

∗
𝑚 for all 𝑚 ∈ 𝒫real so as to detect the real part, and

−𝑗𝒉†
𝑒𝑞𝑽

∗
𝑚 for all 𝑚 ∈ 𝒫real so as to detect the imaginary part.

We denote the estimated value of 𝑋𝐴[𝑚] by �̂�𝐴[𝑚] for 𝑚 ∈
𝒦. Its real part and imaginary part are given by �̂�𝐴[𝑚](𝑅) =

Re
{

tr
(
𝒚𝐵𝒉

†
𝑒𝑞𝑼

∗
𝑚

)}
and �̂�𝐴[𝑚](𝐼) = Im

{
tr
(
𝒚𝐵𝒉

†
𝑒𝑞𝑽

∗
𝑚

)}
,

respectively. Following (17), �̂�𝐴[𝑚] can be expressed as the
sum of three terms:

�̂�𝐴[𝑚] = 𝑥𝑚,𝐴 + 𝑤𝑚,𝐵 + 𝑤𝑚,𝑅. (18)

The last two terms arise from the noise signals at relays and
at the destination, and are given by

𝑤𝑚,𝐵 = Re{tr(𝒘𝐵𝒉
†
𝑒𝑞𝑼

∗
𝑚)}+ 𝑗Im{tr(𝒘𝐵𝒉

†
𝑒𝑞𝑽

∗
𝑚)}, (19)

and

𝑤𝑚,𝑅 =Re{tr(𝑾 𝑇
𝑅𝑫𝜉𝒉𝐵𝒉

†
𝑒𝑞𝑼

∗
𝑚)}

+ 𝑗Im{tr(𝑾 𝑇
𝑅𝑫𝜉𝒉𝐵𝒉

†
𝑒𝑞𝑽

∗
𝑚)}, (20)

respectively. The first term of (18) arises from the data symbol,
whose real and imaginary parts are

𝑥
(𝑅)
𝑚,𝐴 = tr

(
𝒉𝑒𝑞𝒉

†
𝑒𝑞𝑼

∗
𝑚𝑼𝑇

𝑚

)
𝑋𝐴[𝑚](𝑅)

+

𝐾∑
𝑘=1,𝑘 ∕=𝑚

Re
{

tr
(
𝒉𝑒𝑞𝒉

†
𝑒𝑞𝑼

∗
𝑚𝑼𝑇

𝑘

)}
𝑋𝐴[𝑚](𝑅)

+

𝐾∑
𝑘=1

Re
{
𝑗tr

(
𝒉𝑒𝑞𝒉

†
𝑒𝑞𝑼

∗
𝑚𝑽 𝑇

𝑘

)}
𝑋𝐴[𝑚](𝐼), (21)
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𝑿𝐴 ≜

⎡
⎢⎢⎢⎣
𝜑11𝑋𝐴[𝑡11] ⋅ ⋅ ⋅ 𝜑1𝑃𝑋𝐴[𝑡1𝑃 ]

(
𝜑11𝑋𝐴[𝑡11]

)∗
⋅ ⋅ ⋅

(
𝜑1𝑃𝑋𝐴[𝑡1𝑃 ]

)∗

...
. . .

...
...

. . .
...

𝜑𝑁1𝑋𝐴[𝑡𝑁1] ⋅ ⋅ ⋅ 𝜑𝑁𝑃𝑋𝐴[𝑡𝑁𝑃 ]
(
𝜑𝑁1𝑋𝐴[𝑡𝑁1]

)∗
⋅ ⋅ ⋅

(
𝜑𝑁𝑃𝑋𝐴[𝑡𝑁𝑃 ]

)∗

⎤
⎥⎥⎥⎦ , (14)

𝑾𝑅 ≜

⎡
⎢⎣

�̃�1[𝑡11] ⋅ ⋅ ⋅ �̃�1[𝑡1𝑃 ]
(
�̃�1[𝑡11]

)∗ ⋅ ⋅ ⋅ (
�̃�1[𝑡1𝑃 ]

)∗
...

. . .
...

...
. . .

...
�̃�𝑁 [𝑡𝑁1] ⋅ ⋅ ⋅ �̃�𝑁 [𝑡𝑁𝑃 ]

(
�̃�𝑁 [𝑡𝑁1]

)∗ ⋅ ⋅ ⋅ (
�̃�𝑁 [𝑡𝑁𝑃 ]

)∗

⎤
⎥⎦ . (15)

and

𝑥
(𝐼)
𝑚,𝐴 = tr

(
𝒉𝑒𝑞𝒉

†
𝑒𝑞𝑽

∗
𝑚𝑽 𝑇

𝑚

)
𝑋𝐴[𝑚](𝐼)

+
𝐾∑

𝑘=1,𝑘 ∕=𝑚

Re
{

tr
(
𝒉𝑒𝑞𝒉

†
𝑒𝑞𝑽

∗
𝑚𝑽 𝑇

𝑘

)}
𝑋𝐴[𝑚](𝐼)

+

𝐾∑
𝑘=1

Im
{

tr
(
𝒉𝑒𝑞𝒉

†
𝑒𝑞𝑽

∗
𝑚𝑼𝑇

𝑘

)}
𝑋𝐴[𝑚](𝑅). (22)

According to (7) and (8), all the individual terms within the
summations are equal to zero (see also [30]). Removing the
zero terms and using (6), we obtain

�̂�𝐴[𝑚] = 2tr(𝒉𝑒𝑞𝒉
†
𝑒𝑞)𝑋𝐴[𝑚] + 𝑤𝑚,𝐵 + 𝑤𝑚,𝑅

= 2∣∣𝒉𝑒𝑞∣∣2𝐹𝑋𝐴[𝑚] + 𝑤𝑚,𝐵 + 𝑤𝑚,𝑅, (23)

where ∣∣𝒉𝑒𝑞 ∣∣2𝐹 represents the squared Frobenius norm.

D. SNR Analysis

To derive the received SNR at destination, we need to derive
the variance of 𝑤𝑚,𝐵 and 𝑤𝑚,𝑅. Based on (19) and (20),
and the properties of 𝑼𝑚 and 𝑽 𝑚, it is easy to verify that
the real part and the imaginary part of 𝑤𝑚,𝐵 are independent
and follow Gaussian distribution with identical variance. This
property is also possessed by 𝑤𝑚,𝑅. Hence, both 𝑤𝑚,𝐵

and 𝑤𝑚,𝑅 are circular symmetric complex Gaussian random
variables. According to [31], we can obtain that 𝑤𝑚,𝐵 ∼
𝒞𝒩 (

0, 2∣∣𝒉𝑒𝑞 ∣∣2𝐹 𝛿2𝑤
)
. Furthermore, we have:

Lemma 4: 𝑤𝑚,𝑅 ∼ 𝒞𝒩
(
0, 4

∥∥Re
{
𝒈𝑒𝑞𝒉

𝑇
𝐵𝜉

}∥∥2
𝐹
𝛿2𝑤

)
, where

column vectors 𝒈𝑒𝑞 ≜ diag{𝜉1ℎ𝐴1ℎ
∗
1𝐵, . . . , 𝜉𝑁ℎ𝐴𝑁ℎ∗

𝑁𝐵} and
𝒉𝐵𝜉 ≜ (𝜉1ℎ1𝐵, . . . , 𝜉𝑁ℎ𝑁𝐵).
The proof can be found in Appendix B.

Note that the transmission power of the source node and the
variances of 𝑤𝑚,𝐵 and 𝑤𝑚,𝑅 do not depend on 𝑚. We hence
define Γ𝐵 as the received SNR at node 𝐵 for symbol �̂�𝐴[𝑚],
for 𝑚 ∈ 𝒦.

Theorem 5: The received SNR at destination 𝐵 by
DOSTBC-AAF for each transmitted symbol is

Γ𝐵 =
4
(∣∣𝒉𝑒𝑞∣∣2𝐹

)2
4
∥∥Re

{
𝒈𝑒𝑞𝒉

𝑇
𝐵𝜉

}∥∥2
𝐹
+ 2∣∣𝒉𝑒𝑞∣∣2𝐹

Γ (24)

≥ ∣∣𝒉𝑒𝑞∣∣2𝐹
∣∣𝒉𝐵𝜉∣∣2𝐹 + 1/2

Γ ≜ Γ𝐵. (25)

Proof: Equation (24) follows directly from (23) and
the variances of 𝑤𝑚,𝐵 and 𝑤𝑚,𝑅. Since Re{𝑧1𝑧2} ≤
∣𝑧1∣∣𝑧2∣ for arbitrary complex numbers 𝑧1 and 𝑧2, the left

term in the denominator of (24) is upper bounded by

4
∥∥∥∣∣𝒈𝑒𝑞∣∣𝐸

∣∣𝒉𝑇
𝐵𝜉

∣∣
𝐸

∥∥∥2
𝐹

= 4∣∣𝒉𝑒𝑞∣∣2𝐹 ∣∣𝒉𝐵𝜉∣∣2𝐹 , where ∣ ⋅ ∣𝐸 repre-
sents the element-wise magnitude operation. Then, cancelling
the common term ∣∣𝒉𝐵𝜉∣∣2𝐹 between the numerator and the
denominator, we obtain (25).

V. OPTIMIZATION BY POWER CONTROL

The outage probability of DOSTBC-AAF is given by
𝑝𝑜𝑢𝑡 = Pr{Γ𝐵 < Γ𝑡ℎ𝑑}. Clearly, the outage probability
depends on the amplifying factors used by the relay nodes.
If all relay nodes transmit with full power (FP), we call the
resulting strategy DOSTBC-AAF (FP), but it may not be a
good option. In the following, we investigate how to minimize
𝑝𝑜𝑢𝑡 by adjusting the amplifying factors.

Since it is difficult to minimize 𝑝𝑜𝑢𝑡 directly, we minimize
𝑝UBD
𝑜𝑢𝑡 = Pr{Γ𝐵 < Γ𝑡ℎ𝑑}, which is an upper bound of 𝑝𝑜𝑢𝑡,

instead. To solve this minimization problem, we first note that
the condition Γ𝐵 < Γ𝑡ℎ𝑑 is equivalent to 𝑓(𝜉1, 𝜉2, . . . , 𝜉𝑁 ) ≜

𝑁∑
𝑖=1

𝜉2𝑖 ∣ℎ𝑖𝐵 ∣2Γ𝑖−Γ𝑡ℎ𝑑

( 𝑁∑
𝑖=1

𝜉2𝑖 ∣ℎ𝑖𝐵 ∣2+ 1
2

)
< 0. Differentiating

𝑓 with respect to 𝜉𝑖 for all 𝑖 ∈ 𝒩 , we obtain ∂𝑓
∂𝜉𝑖

=

2𝜉𝑖∣ℎ𝑖𝐵∣2(Γ𝑖 − Γ𝑡ℎ𝑑). It can be seen that 𝑓 is a monotonic
function of 𝜉𝑖. Whether it is increasing or decreasing depends
on the sign of Γ𝑖 − Γ𝑡ℎ𝑑. Therefore, we have the following
result:

Lemma 6: If Γ𝑖 < Γ𝑡ℎ𝑑 for all 𝑖 ∈ 𝒩 , then 𝑝UBD
𝑜𝑢𝑡 = 1 for

all 𝜉𝑖’s, 𝑖 ∈ 𝒩 .
Proof: Since 𝑓 is monotonically decreasing with 𝜉𝑖 for

𝑖 ∈ 𝒩 , the global maximum of 𝑓 occurs at 𝜉𝑖 = 0 for all 𝑖 ∈
𝒩 . The statement follows from the fact that 𝑓(0, 0, . . . , 0) =
−Γ𝑡ℎ𝑑

2 < 0.
The above lemma indicates that it does not matter how

we set the amplifying factors when all Γ𝑖’s are less than the
threshold. Now we consider the case where at least one of
the received SNR’s at the relay nodes are greater than the
threshold. Denote the optimal amplifying factors that minimize
𝑝UBD
𝑜𝑢𝑡 by 𝜉∗𝑖 , 𝑖 ∈ 𝒩 . The following result follows directly from

the monotonicity of 𝑓 :
Theorem 7: If not all Γ𝑖’s are less than Γ𝑡ℎ𝑑, then the

minimizer of 𝑝UBD
𝑜𝑢𝑡 satisfies the following conditions: For 𝑖 ∈

𝒩 , ⎧⎨
⎩

if Γ𝑖 > Γ𝑡ℎ𝑑, then 𝜉∗𝑖 = 𝜉max
𝑖 ,

if Γ𝑖 < Γ𝑡ℎ𝑑, then 𝜉∗𝑖 = 0,
if Γ𝑖 = Γ𝑡ℎ𝑑, then 𝜉∗𝑖 ∈ [0, 𝜉max

𝑖 ].

Due to the randomly distributed nature of the link gains, the
probability that 𝜉∗𝑖 ∈ (0, 𝜉max

𝑖 ) is zero. Therefore, 𝜉∗𝑖 is either
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zero or one, with probability one. We therefore call the above
rule on-off power control (OOPC). When OOPC is applied to
DOSTBC-AAF, we call the resulting strategy DOSTBC-AAF
(OOPC). Though OOPC may not be optimal for DOSTBC-
AAF, it does achieve diversity gain upon FP, which is verified
numerically in Section VI. Note that DOSTBC-AAF (OOPC)
can be implemented in a distributed way, since 𝜉∗𝑖 of relay 𝑖
does not depend on any information from the other relay
nodes.

We then investigate the DMT [32], [33, Sec. 9.1.1] of
DOSTBC-AAF (OOPC) in the high SNR regime, assuming
that all the link gains follow i.i.d. Rayleigh fading. A diversity
gain 𝑑(𝑟) is said to be achieved at multiplexing gain 𝑟 if
𝑅𝜖 = 𝑟 log Γ and lim

Γ→∞
log2 𝑝𝑜𝑢𝑡(Γ)

log2 Γ = −𝑑(𝑟). Based on the

proof in Appendix C, we have
Theorem 8: If all the link gains of the parallel relay

network follow i.i.d. Rayleigh fading, DOSTBC-AAF (OOPC)
achieves DMT 𝑑(𝑟) = 𝑁(1− 2𝑟), 𝑟 ∈ [0, 0.5].

VI. SIMULATION RESULTS

In this section, we examine our proposed schemes via
computer simulations. Each point in the curves is obtained by
Monte-Carlo simulations through averaging over 30 million
channel realizations.

We first consider the diversity gain obtained by our system.
The outage probability of DOSTBC-AAF (FP) and DOSTBC-
AAF (OOPC) when the number of relay nodes, 𝑁 , is equal
to 4, 6, and 8, respectively, are plotted in Fig. 2. We assume
that channel gains follow i.i.d. Rayleigh distribution with
identical variance. In the simulation, we set 𝜅 = 1, Γ𝑡ℎ𝑑 = 10.
We can see that the three curves obtained by DOSTBC-
AAF (FP) with different values of 𝑁 are parallel in the high
SNR regime, which reveals that DOSTBC-AAF (FP) only
achieves diversity order one no matter how many intermediate
parallel relay nodes there are. That result agrees with the
observation for Scheme 3 in [27]. Besides, it indicates that
the use of multiple parallel relay nodes can only be used to
reap power gain rather than diversity gain, which is not so
effective. However, simulation result shows that if OOPC rule
is adopted, the slope of the three curves changes with the
choice of 𝑁 , and the maximal diversity order of 𝑁 can be
achieved, which agrees with Theorem 8 for the special case
where 𝑟 = 0. This phenomenon can be explained intuitively
as follows: When the link between the source and a certain
relay node is weak, noise dominates useful signal at this relay
node. Hence, the amplified noise is strong and will hamper the
joint detection at the destination. Therefore, a good choice is
to keep the relay off. Similarly, letting the relay transmit with
full power is a good option if the link between source and this
relay is good as the amplification of useful signal dominates
the noise.

Next we investigate the DMT of DOSTBC-AAF with and
without power control. We plot the DMT curves for DOSTBC-
AAF (FP) and DOSTBC-AAF (OOPC) in Fig. 3. Note that
the curve for the case with OOPC is obtained analytically,
whereas that for the case with FP is only a conjecture. We have
observed from Fig. 2 that FP can only yield diversity order of
one, which verifies the point (𝑟, 𝑑) = (0, 1) in Fig. 3. For 𝑁 =

Fig. 2. Comparison of outage probability between DOSTBC-AAF (FP) and
DOSTBC-AAF (OOPC).

DOSTBC-AAF
(OOPC)

DOSTBC-AAF
(FP)

r

d(r)

N

1

0.50

Fig. 3. Diversity-Multiplexing Tradeoff curves for DOSTBC-AAF (FP)
and DOSTBC-AAF (OOPC) (The dashed curve is a conjecture based on
simulation result).

4, we consider the cases where 𝑟 = 1/4 and 𝑟 = 3/8. We let
𝑅𝜖 = 𝑟 log2 Γ. In other words, we increase 𝑅𝜖 logarithmically
with the SNR, and plot the corresponding outage probabilities
of the two schemes against SNR in Fig. 4. It can be seen that
for 𝑟 = 1/4, the diversity orders of DOSTBC-AAF (OOPC)
and DOSTBC-AAF (FP) are equal to 2 and 1/2, respectively,
and for 𝑟 = 3/8, they are equal to 1 and 1/4, respectively.
These results agree with the analytical result for OOPC and
the conjecture for FP. Other cases of the conjecture can also
be verified by simulations.

VII. CONCLUSION

The outage performance of DOSTBC-AAF scheme for a
two-hop parallel relay network is analyzed. Our numerical
result shows that simply allowing the relay nodes transmit
with FP fails to achieve the maximal diversity. Motivated by
its poor performance, we derive an OOPC rule for DOSTBC-
AAF. When this rule is applied, DOSTBC-AAF achieves
the maximal diversity order. From DMT viewpoint, OOPC
achieves significant improvement over FP for DOSTBC-AAF.
More specifically, the achieved diversity order by OOPC is 𝑁
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Fig. 4. Outage performance comparison of DOSTBC-AAF (FP) and
DOSTBC-AAF (OOPC) for 𝑁 = 4.

times of that by FP when their multiplexing gains are set to
be identical.

APPENDIX A
PROOF OF LEMMA 1

Proof: By definition, 𝑮 satisfies 𝑮𝑇𝑮 =
( 𝐾∑
𝑘=1

𝑥2
𝑘

)
𝐼𝑁 .

The norm of each column of 𝑮 is thus the sum of 𝐾 terms.
Since the length of each column, 𝑃 , is equal to 𝐾 , no entry
can be a zero. In addition, since each of the 𝐾 terms in the
sum involves distinct indeterminate, the entries in a column
of 𝑮 must also involve distinct indeterminates.

Next we consider the entries in the 𝑗-th row of 𝑮. Suppose
there exist 𝑔𝑗𝑖1 and 𝑔𝑗𝑖2 such that 𝑔𝑗𝑖1 = ±𝑔𝑗𝑖2 for some 𝑖1 ∕=
𝑖2. Denote the columns corresponding to the 𝑖1-th and 𝑖2-th
as 𝐶𝑖1 and 𝐶𝑖2 , respectively. Due to the orthogonality of 𝑮,
we have 𝐶𝑇

𝑖1𝐶𝑖2 = 0, which implies that there exists another
row 𝑗′ ∕= 𝑗 such that 𝑔𝑗′𝑖1 = ±𝑔𝑗𝑖1 and 𝑔𝑗′𝑖2 = ±𝑔𝑗𝑖2 ,
which contradicts with the fact that different entries in the
same column of 𝑮 involve different indeterminates.

Part (c) then follows from the fact that there are only 𝐾
indetermines and the entries in each row must involve distinct
indeterminates.

According to part (b), each indeterminate occurs once in
each column. Part (d) follows from the fact that there are 𝑁
columns.

APPENDIX B
PROOF OF LEMMA 4

Proof: We first consider the real part of 𝑤𝑚,𝑅. Re-
call from (20) that 𝑤

(𝑅)
𝑚,𝑅 = Re{tr(𝑾 𝑇

𝑅𝑫𝜉𝒉𝐵𝒉
†
𝑒𝑞𝑼

∗
𝑚)} =

Re{tr(𝒁)}, where 𝒁 ≜ 𝑼∗
𝑚𝑾 𝑇

𝑅𝑫𝜉𝒉𝐵𝒉
†
𝐵𝑫𝜉ℎ. The right

part of 𝒁 is expressed as

𝑫𝜉𝒉𝐵𝒉
†
𝐵𝑫𝜉ℎ

=

⎡
⎢⎣
(𝜉1ℎ1𝐵)(𝜉1ℎ𝐴1ℎ

∗
1𝐵) ⋅ ⋅ ⋅ (𝜉1ℎ1𝐵)(𝜉𝑁ℎ𝐴𝑁ℎ∗

𝑁𝐵)
...

. . .
...

(𝜉𝑁ℎ𝑁𝐵)(𝜉1ℎ𝐴1ℎ
∗
1𝐵) ⋅ ⋅ ⋅ (𝜉𝑁ℎ𝑁𝐵)(𝜉𝑁ℎ𝐴𝑁ℎ∗

𝑁𝐵)

⎤
⎥⎦ .

(26)

We then calculate the left part, 𝑼∗
𝑚𝑾 𝑇

𝑅. We consider its
transpose, 𝑾𝑅𝑼

†
𝑚. Note that 𝑾𝑅 is an 𝑁 × 2𝑃 matrix,

whereas 𝑼 †
𝑚 is a 2𝑃 × 𝑁 matrix. Recall that 𝑼𝑚 can be

expressed in the form of
[
𝑪𝑚 𝑪𝑚

]
, where 𝑪𝑚 satisfies the

properties in Lemma 2. According to Lemma 2(a) and (c),
𝑪𝑚 has 𝑁 non-zero entries, which may be either +1 or −1.
Furthermore, by Lemma 2(d), each column of 𝑪†

𝑚 consists
of exactly one non-zero entry. The 𝑖-th column of 𝑾𝑅𝑼

†
𝑚

is thus obtained by adding two columns of 𝑾𝑅, which are
complex conjugate of each other, and then possibly followed
by a sign change. Hence, we have

𝑾𝑅𝑼
†
𝑚

=

⎡
⎢⎢⎢⎣

2𝜙11Re
{
�̃�1[𝑠11]

}
⋅ ⋅ ⋅ 2𝜙1𝑁Re

{
�̃�1[𝑠1𝑁 ]

}
...

. . .
...

2𝜙𝑁1Re
{
�̃�𝑁 [𝑠𝑁1]

}
⋅ ⋅ ⋅ 2𝜙𝑁𝑁Re

{
�̃�𝑁 [𝑠𝑁𝑁 ]

}

⎤
⎥⎥⎥⎦ ,

(27)

where 𝜙𝑖𝑗 ∈ {+1,−1} and 𝑠𝑖𝑗 takes the value of 𝑡𝑝𝑗 for
certain 𝑝 ∈ 𝒫real for 𝑖, 𝑗 ∈ 𝒩 . It is clear that 𝑠𝑖𝑗 ∈ 𝒫real and
it inherits the property of 𝑡𝑖𝑗 stated in Lemma 3, that is, if
𝑗1 ∕= 𝑗2, then 𝑠𝑖𝑗1 ∕= 𝑠𝑖𝑗2 .

Performing matrix multiplication on 𝑼∗
𝑚𝑾 𝑇

𝑅 and
𝑫𝜉𝒉𝐵𝒉

†
𝐵𝑫𝜉ℎ, then taking the trace, we obtain

tr(𝒁) = 2
𝑁∑
𝑗=1

𝜉𝑗ℎ𝐴𝑗ℎ
∗
𝑗𝐵

𝑁∑
𝑖=1

𝜉𝑖ℎ𝑖𝐵𝜙𝑖𝑗Re
{
�̃�𝑖[𝑠𝑖𝑗 ]

}
. (28)

Then, based on the above formula and the property of 𝑠𝑖𝑗 , we
have

E
[(
𝑤

(𝑅)
𝑚,𝑅

)2]
= E

[(
Re

{
tr(𝒁)

})2]
=

∥∥∥2Re
{
𝒈𝑒𝑞𝒉

𝑇
𝐵𝜉

}∥∥∥2
𝐹

𝛿2𝑤
2
.

(29)

Similarly, we can calculate the variance of the imaginary
part as

E
[(
𝑤

(𝐼)
𝑚,𝑅

)2]
= 2

∥∥∥Re
{
𝒈𝑒𝑞𝒉

𝑇
𝐵𝜉

}∥∥∥2

𝐹
𝛿2𝑤. (30)

Summing up (29) with (30), we have the exact value of the
variance.

APPENDIX C
PROOF OF THEOREM 8

The following lemma is needed:

Lemma 9:
∫ +∞
0 𝑒−(𝑢+ 𝑐2

𝑢 )𝑑𝑢 ≥ 𝑒−2𝑐.
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Fig. 5. Outage probability upper bound of DOSTBC-AAF (OOPC).

Proof: Setting 𝜃 ≜ 𝑢 + 𝑐2

𝑢 , we have 𝑢 = 1
2

(
𝜃 ±√

𝜃2 − 4𝑐2
)
. We then have

∫ +∞

0

𝑒−(𝑢+ 𝑐2

𝑢 )𝑑𝑢

=

∫ +∞

𝑐

𝑒−(𝑢+ 𝑐2

𝑢 )𝑑𝑢+

∫ 𝑐

0

𝑒−(𝑢+ 𝑐2

𝑢 )𝑑𝑢 (31)

=

∫ +∞

2𝑐

𝑒−𝜃𝑑
(1
2
𝜃 +

1

2

√
𝜃2 − 4𝑐2

)

+

∫ 2𝑐

+∞
𝑒−𝜃𝑑

(1
2
𝜃 − 1

2

√
𝜃2 − 4𝑐2

)
(32)

=
1

2

∫ +∞

2𝑐

𝑒−𝜃
(
1 +

𝜃√
𝜃2 − 4𝑐2

)
𝑑𝜃

− 1

2

∫ +∞

2𝑐

𝑒−𝜃
(
1− 𝜃√

𝜃2 − 4𝑐2

)
𝑑𝜃 (33)

=

∫ +∞

2𝑐

𝑒−𝜃 𝜃√
𝜃2 − 4𝑐2

𝑑𝜃 (34)

=

∫ +∞

2𝑐

𝑒−𝜃𝑑
√

𝜃2 − 4𝑐2. (35)

Changing variables to 𝜑 ≜
√
𝜃2 − 4𝑐2, we have

∫ +∞

0

𝑒−(𝑢+ 𝑐2

𝑢 )𝑑𝑢 =

∫ +∞

0

𝑒−
√

𝜑2+4𝑐2𝑑𝜑

≥
∫ +∞

0

𝑒−
√

(𝜑+2𝑐)2𝑑𝜑

= 𝑒−2𝑐. (36)

Now we are ready to prove Theorem 8:
Proof: Since an exact diversity analysis for either 𝑝𝑜𝑢𝑡

or 𝑝UBD
𝑜𝑢𝑡 is very complicated, we consider another relaying

model, whose outage probability is no less than 𝑝UBD
𝑜𝑢𝑡 . This

new model is obtained from the original model by splitting
the destination, node 𝐵, into 𝑁 virtual nodes, 𝐵𝑖 for 𝑖 ∈ 𝒩 ,
as shown in Fig. 5. There is no communication or cooperation
among these virtual nodes so that joint decoding is impossible.
The source and the relay nodes are assumed to operate in
exactly the same way as in OOPC stated in Sec. IV and Sec. V.
An outage occurs in the new system if all 𝐵𝑖’s fail to decode
the message, 𝑖 ∈ 𝒩 .

A B
R

Fig. 6. Each subsystem.

In the new system, the received SNR’s at destination 𝐵𝑖’s
satisfy the following conditions:

Γ𝐵𝑖 =
(𝜉max

𝑖 )2∣ℎ𝐴𝑖∣2∣ℎ𝑖𝐵 ∣2
(𝜉max

𝑖 )2∣ℎ𝑖𝐵 ∣2 + 1
Γ

≤ (𝜉max
𝑖 )2∣ℎ𝐴𝑖∣2∣ℎ𝑖𝐵 ∣2

(𝜉max
𝑖 )2∣ℎ𝑖𝐵 ∣2 + 1/2

Γ ≜ Γ𝐵𝑖 , 𝑖 ∈ 𝒩1 ≜ {𝑖,Γ𝑖 > Γ𝑡ℎ𝑑},
(37)

Γ𝐵𝑖 = 0 ≜ Γ𝐵𝑖 , 𝑖 ∈ 𝒩2 ≜ {𝑖,Γ𝑖 < Γ𝑡ℎ𝑑}. (38)

Recall that 𝝃∗ = (𝜉∗1 , . . . , 𝜉
∗
𝑁 ) is the optimizer of Γ𝐵 . Accord-

ing to (25), (37) and (38), Γ𝐵𝑖 is equal to Γ𝐵(𝜉
∗
𝑖 𝒆𝑖) if 𝑖 ∈ 𝒩1,

and Γ𝐵(0) if 𝑖 ∈ 𝒩2, where 𝒆𝑖 is the 𝑖-th standard basis and
0 is the zero vector. Therefore, Γ𝐵(𝝃

∗) ≥ Γ𝐵𝑖 ≥ Γ𝐵𝑖 for
all 𝑖 ∈ 𝒩 . Hence, the original model has a lower outage
probability than the new one.

We then derive the DMT for the new system. Given a fixed
spatial multiplexing gain, the diversity gain of the new system
is 𝑁 times of that achieved by each subsystem shown in
Fig. 6. Within each subsystem, the source transmits during
the first half time and keeps silent during the other half, the
relay node adopts AAF with on-off power control, i.e., relay
R uses maximal transmission power if Γ𝑅 > Γ𝑡ℎ𝑑 and keeps
silent otherwise. It remains to prove that the DMT of each
subsystem is 1− 2𝑟.

In Fig. 6, 𝜇 and 𝜈 represent the square of the magnitude of
the corresponding link gains, which experience independent
Rayleigh fading. Therefore, they are independent exponen-
tial random variables, both with mean equal to one. Define
𝑡 ≜ 1

Γ1−2𝑟 and 𝑔(𝜇, 𝜈) ≜ 𝜇𝜈
𝜇/𝜅+𝜈+1/(𝜅Γ) . Let 𝜀 be the event

that an outage happens at relay 𝑅 for spatial multiplexing
gain 𝑟, i.e., log2(1 + Γ𝑅) = log2(1 + 𝜇Γ) < 2𝑟 log2 Γ,
where the multiplicative factor 2 is due to the fact that the
source transmits half of the time. The corresponding outage
probability at relay 𝑅 is 𝑝𝜀 ≜ Pr{𝜀} ≈ 1− 𝑒−𝑡.

If there is no outage in the first hop at relay 𝑅, relay 𝑅 will
transmit with full power and the achieved SNR at node 𝐵 is
Γ𝐵 = 𝜇𝜈(𝜉max)2

𝜈(𝜉max)2+1Γ = 𝜇𝜈
𝜇/𝜅+𝜈+1/(𝜅Γ)Γ = 𝑔(𝜇, 𝜈)Γ, where the

definition of 𝜉max for relay 𝑅 is similar to that of 𝜉𝑖 after (9).
The corresponding outage probability at node 𝐵 is

𝑞 ≜ Pr{log2(1 + Γ𝐵) < 2𝑟 log2 Γ ∣𝜀𝑐} (39)

≈ Pr{𝑔(𝜇, 𝜈) < 𝑡∣𝜇 ≥ 𝑡} (40)

=

∫∫
𝜇≥𝑡, 𝜇𝜈

𝜇/𝜅+𝜈+1/(𝜅Γ)<𝑡

𝑒−𝜇𝑒−𝜈𝑑𝜇𝑑𝜈 (41)

=

∫ +∞

𝑡

𝑒−𝜇𝑑𝜇

∫ 𝜇𝑡/𝜅+𝑡/(𝜅Γ)
𝜇−𝑡

0

𝑒−𝜈𝑑𝜈 (42)

=

∫ +∞

𝑡

𝑒−𝜇𝑑𝜇

∫ 𝜇𝑡/𝜅+𝑡2/(𝜅Γ𝑟)
𝜇−𝑡

0

𝑒−𝜈𝑑𝜈 (43)

=

∫ +∞

𝑡

𝑒−𝜇𝑑𝜇−
∫ +∞

𝑡

𝑒−𝜇𝑒−
𝜇𝑡/𝜅+𝑡2/(𝜅Γ𝑟)

𝜇−𝑡 𝑑𝜇. (44)
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Changing variables to 𝑢 ≜ 𝜇 − 𝑡 and defining 𝑑 ≜√
(1 + 1/Γ𝑟)/𝜅, we have

𝑞 ≈ 𝑒−𝑡 − 𝑒−(1+1/𝜅)𝑡

∫ +∞

0

𝑒−𝑢𝑒−
𝑡2/𝜅+𝑡2/(𝜅Γ𝑟)

𝑢 𝑑𝑢

= 𝑒−𝑡 − 𝑒−(1+1/𝜅)𝑡

∫ +∞

0

𝑒−(𝑢+𝑑2𝑡2

𝑢 )𝑑𝑢. (45)

Based on Lemma 9, we have 𝑞 ≤ 𝑒−𝑡 − 𝑒−(1+1/𝜅)𝑡𝑒−2𝑑𝑡.
Hence, the outage probability of each sybsystem is upper
bounded by 𝑝𝜀 + (1 − 𝑝𝜀)𝑞 = (1 + 2𝑑 + 1/𝜅)𝑡 + 𝑜(𝑡) ≤
( 1+2

√
2√

𝜅
+ 1

𝜅 )

Γ1−2𝑟 + 𝑜( 1
Γ1−2𝑟 ). We then obtain that the DMT of

each subsystem has the following lower bound: 𝑑subsys(𝑟) ≥
1− 2𝑟, 𝑟 ∈ [0, 0.5]. Since the optimal DMT for the first hop
is exactly the right hand side of the above inequality, strict
inequality cannot hold, and the proof is completed.
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