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Abstract

The overflow priority classification approximation (OPCA) and Erlang’s fixed-point ap-

proximation (EFPA) are distinct methods for estimating blocking probabilities in overflow

loss networks. Mounting numerical evidence has indicated that OPCA provides superior ac-

curacy than EFPA in many circumstances. Furthermore, it has been proven that PEFPA ≤

POPCA for a symmetric overflow loss network called the distributed server model, where

Px is the blocking probability estimate yielded by approximation x ∈ {EFPA,OPCA}.

The distributed server model is an ideal “proving ground” because the exact blocking prob-

ability, Pexact, can be calculated with the Erlang B formula, yet the state dependencies

caused by mutual overflow are retained. The present paper proves the OPC Conjecture,

POPCA ≤ Pexact. This new result establishes that OPCA is always equally or more accurate

relative to EFPA for the distributed server model and suggests OPCA has utility in more

general overflow loss networks. The proof of POPCA ≤ Pexact turned out to be challenging,

since OPCA is remarkably close to the exact solution, requiring delicate inequality argu-

ments on the Maclaurin series of both solutions. Another contribution is the derivation of

new tight bounds and limiting regimes for the blocking probabilities yielded by OPCA and

EFPA in the case of critical loading. The simple and tight lower bound derived for OPCA

can serve as a tight lower bound for the Erlang B blocking probability in the case of critical

loading.
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1 Introduction

Loss networks [12, 14] are ubiquitous in telecommunications. Of particular utility to the model-

ing of alternate routing [2, 4, 18, 19, 31, 33] are overflow loss networks, where calls can overflow

to an alternative server group, if the primary server group is fully engaged with other calls. In

fact, calls may be permitted to successively overflow to many alternative server groups, until

an idle server is found or all permissible server groups are attempted. Given that calls arrive

randomly and the number of server groups is finite, some calls may overflow to all permissible

server groups without finding an idle server. This results in call blocking, where the blocked call

is cleared from the network without ever receiving service.

The probability of call blocking, referred to as the blocking probability, is one of the most

fundamental performance measures for loss networks. Estimating this probability has been a

cornerstone of teletraffic modeling and theory. Moment matching approximations [3, 5, 7, 11, 15,

16, 17, 20, 21, 22, 27] are known to be quite accurate if server groups are arranged hierarchically

into tiers. With such hierarchically organized networks, the state of a given tier of the hierarchy

is independent of all lower tiers, and thus state dependencies between server groups always move

from top to bottom of the hierarchy, but not vice versa. The most basic approximation is to

treat each tier independently, where the input call arrival process of a given tier has its moments

matched to the overflow process of the immediately preceding tier.

Accurate estimation of blocking probabilities in non-hierarchical networks is more challeng-

ing, due to complex state dependencies caused by mutual overflow [8]. Congestion within a given

server group can cause overflow to other servers, where this overflow congests the other server

groups, which in turn results in new calls overflowing to the original server. The stronger depen-

dencies between server groups caused by mutual overflow is known to increase the approximation

error associated with treating each server group independently. Despite this, the Erlang’s fixed-

point approximation (EFPA) proposed in 1964 [5] – a decoupling approximation treating each

server group as an independent M/M/N/N queue – remains the analytical approximation of

choice for estimating blocking probabilities in overflow loss networks. With EFPA, the total call

arrival process offered to each server group (overflow calls + new calls) is pooled together and

is assumed to follow a Poisson process with rate equal to the sum of the rates of all individual
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input streams. In this way, the overflow probability perceived by the traffic offered to a server

group is approximated by the Erlang B formula. Let EN (A) denote the blocking probability of

an M/M/N/N system with N servers and offered traffic A, defined by A = λ/µ where λ is the

arrival rate and µ is the service rate per server. Let λi be the original rate of the i-th stream.

The overflow events of the i-th stream may form an overflow stream of rate λiEN (
∑

i λi/µ)

to a subsequent server group. This approach inherently gives rise to non-linear equations that

entail a fixed-point solution of the overflow probability at each server group. This fixed-point

can usually be found by successive substitution. However, it is known that convergence and

uniqueness of solutions of these fixed-point techniques are not always guaranteed [26, 33].

The overflow priority classification approximation (OPCA) [29] is an alternative to EFPA.

OPCA is based on evaluation of the blocking probability of a certain surrogate model which is

hierarchical, so mutual dependency between server groups is avoided. Therefore, for the surro-

gate, treating each server group independently gives a more accurate approximation. Although

the surrogate generally does not have the same blocking probability as the original problem, ap-

proximating the blocking probability of the surrogate often leads to an accurate approximation

for the original problem.

The OPCA surrogate is based on a preemptive priority regime, even though no preemption

is present in reality. Calls that have overflowed zero times are given first priority, while calls that

have overflowed n times are given nth priority. An n-call can preempt a k-call, n < k, resulting

in the n-call immediately engaging the server previously occupied by the k-call and causing the

k-call to overflow to another server group, where it becomes a (k + 1)-call. In OPCA, blocking

probabilities of the surrogate are approximated using precisely the same principles as EFPA;

namely, each server group is treated independently and the total call arrival process offered to

each server group at each priority level is treated as a Poisson process.

In loss systems where calls that do not find a free server in a server group are never allowed

to overflow to other server groups, OPCA reduces to EFPA. This applies to the important

case of circuit switching networks with fixed routing which EFPA provides exact and unique

solutions under asymptotic conditions of large capacity links [13] and high diversity routing [34].

The use of EFPA for large circuit switching network with many circuit per trunks and fixed

routing has been demonstrated in [1]. This implies that for these known fixed routing instances
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where the EFPA results are known to be exact, also OPCA gives exact solution. In other

cases, comprehensive numerical evaluation involving a diverse range of overflow loss networks

attests to improved accuracy yielded by OPCA [23, 28, 32]. Moreover, OPCA is usually more

computationally efficient than EFPA.

While mounting numerical evidence points to the superiority of OPCA, this has not been

rigorously established, and examples can be found for which EFPA remains the most accurate

approximation. The purpose of this paper is to prove the superiority of OPCA, compared to

EFPA, in a symmetric overflow loss network for which the exact blocking probability can be

calculated using the Erlang B formula.

The overflow loss network on which this entire paper is based comprises N identical single

servers, where new calls arrive at each server according to a Poisson process with arrival rate

λ. The holding times of all calls are assumed to be exponentially distributed with parameter µ.

Let a = λ/µ be offered load (a.k.a offered traffic) of new calls to each server. Then, the offered

load of new calls to the entire system is aN . Calls are permitted to overflow to a randomly

chosen server until an idle server is found or all servers are attempted. A call is blocked if

all servers are attempted and found to be engaged. A call immediately engages an idle server

for its service duration and then leaves. We consider here a symmetric distributed overflow

loss service system where the arrival processes and service statistics are identical for all servers.

This system is henceforth referred to as the distributed server model. It is easy to see that the

blocking probability of the distributed server model is obtained by the Erlang B formula as

Pexact = EN (aN).

It has been proven [32] that PEFPA ≤ POPCA for all N ≥ 1 and for all call offered loads,

where Px is the call blocking probability estimate in the distributed server model yielded by

approximation x. Moreover, comprehensive numerical evaluation [32] suggests POPCA ≤ Pexact.

This inequality has been referred to as the OPC Conjecture. The main contribution of this

paper is to prove the OPC Conjecture. Proof of this conjecture verifies that OPCA is at least

as accurate as EFPA for the distributed server model.

OPCA and EFPA apply to many overflow systems and networks. In almost all cases, only

simulations or experiments can be used to evaluate the accuracy of the approximations and to

obtain evidence to which of the approximations is more accurate. Our distributed server model
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is a rare instance of an overflow system with mutual overflow for which the exact blocking

probability is available. Therefore, we consider it an ideal “proving ground” where the accuracy

of OPCA and EFPA can be examined analytically.

In addition to proving the OPC Conjecture, this paper makes two further contributions:

• Tight bounds and limiting regimes are derived for the blocking probabilities yielded by

OPCA and EFPA in the case of critical loading (Section 5). The simple and tight lower

bound derived for OPCA can serve as a tight lower bound for the Erlang B blocking

probability in the case of critical loading.

• It is shown that in the case of critical loading, the ratio between the Erlang B and OPCA

blocking probabilities is bounded by
√
2 for all N ≥ 1, while the ratio between Erlang B

and EFPA approaches infinity as N → ∞.

Our proof strategy of showing that all coefficients of a suitable polynomial are nonnegative

has also been used to prove conjectures related to the Erlang formula [25], but as will become

apparent to the reader, the tightness of the inequality, POPCA ≤ Pexact makes the challenge here

far more formidable. In fact, OPCA is exact for the cases N = 1, 2 and approaches the exact

blocking probability as N → ∞. The proof of POPCA ≤ Pexact given here involves dividing

the problem into many cases, and some computer checking for some small integer cases. We

emphasize that the computer checking involves only finitely many calculations, and is only

there to eliminate many tedious, though entirely feasible, hand calculations. At no stage have

we relied on the computer to do simulations or calculations that would require assumptions

about the validity of the software or about the representativeness of the simulations. In places

where we have used a computer, it is merely as an arbitrary (or at least sufficiently high)

precision calculator. In other words, modulo the relatively small number of hand calculations,

the descriptions of which are relegated to the appendices in [30], and for which we have used

the package Maxima, (http://maxima.sourceforge.net/index.shtml) permitting arbitrary

precision in arithmetical operations, this proof is mathematically rigorous.

The remainder of the paper is organized as follows. Section 2 defines the distributed server

model (Section 2.1) and describes the application of EFPA (Section 2.2) and OPCA (Section

2.3) to this model. Section 3 is devoted to the proof of the OPC Conjecture, while Section 4
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shows that OPCA and EFPA approach Pexact as N → ∞. Section 5 derives bounds for the case

of critical loading.

2 Problem formulation

We begin by defining the distributed server model [32]. We then show how EFPA and OPCA

can be applied to evaluate the blocking probability for this model and demonstrate that the

Erlang B formula yields the exact blocking probability. This in turn leads to the formulation of

the OPC Conjecture.

2.1 The distributed server model

Consider the following model of an overflow loss network [6]. The network comprises N iden-

tical servers. Calls are offered to servers according to mutually independent time-homogeneous

Poisson processes each with offered load a > 0. A call arriving at a busy server overflows to

one of the other N − 1 servers with equal probability and without delay. A call continues to

overflow until it either encounters an idle server, in which case it engages that server until its

service period is complete, or has sought to engage all N servers exactly once but found them

all busy, in which case it is blocked and never returns. The search for an idle server is assumed

to be conducted instantaneously. Service periods are independent and exponentially distributed

with normalized unit mean.

An n-call (for 1 ≤ n ≤ N − 1) is defined as a call that overflows (is denied service) n times

before engaging the (n + 1)th server in its search for an idle server. An N -call is a call that is

blocked and cleared and a 0-call is defined as a call initiated by a user (exogenous call).

This distributed-server model can be viewed as an M/M/N/N queue with offered load aN .

This allows for exact calculation of blocking probability using the Erlang B formula as

Pexact = EN (aN).

Therefore, EN (aN) provides a benchmark for comparison of blocking probability evaluation.
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2.2 Erlang’s Fixed-Point Approximation

Here we briefly provide background on application of EFPA to the distributed-server model.

For more details please refer to [32]. In fact, equations (1) – (4) are equations (4) – (7) in [32].

We make the following simplifying assumptions:

1. Independence — states of servers are mutually independent;

2. Poisson — arrivals of n-calls to any server follow a Poisson process,

and write b for the probability that a server is busy. As mentioned above, we assume that a is

the offered load of new calls at a server. Also let an be the offered load of n-calls at a server.

Then, from the independence assumption,

an = abn, n = 0, 1, 2 . . . , N − 1, (1)

and from the Poisson assumption, the probability of a server being busy gives rise to an M/M/1/1

model for which the probability is

b =

∑N−1
n=0 an

1 +
∑N−1

n=0 an
. (2)

Substituting (1) into (2), we obtain

b = a(1− bN ), (3)

which forms a fixed-point equation that can be solved for b, giving an EFPA blocking probability

approximation

PEFPA = bN . (4)

2.3 OPCA

As in the EFPA case, we assume that events related to the N different servers are mutually

independent and that the servers are statistically equivalent. Also as in the EFPA case, we let

a > 0 be the offered load of new calls at a server and an the offered load of n-calls at a server.

Thus, a0 = a. The stream formed by n-calls, N − 1 ≥ n ≥ 0, arriving at a server, is assumed

to follow a Poisson stream with rate µan (so that the offered load is an). The preemptive
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priority regime defined by OPCA gives priority to “junior” nh-calls over “senior” nl-calls for

any 0 ≤ nh < nl ≤ N − 1. Accordingly, the an values can be obtained recursively by

an+1 = E1

(
n∑

i=0

ai

)
n∑

i=0

ai −
n∑

i=1

ai, (5)

for all n = 0, . . . , N − 1, where aN is defined as the offered load of the stream formed by calls

that are blocked and cleared. Note that
∑n

i=0 ai is the total offered load per server for 0-call up

to n-call, and E1(
∑n

i=0 ai) is the blocking probability of those arriving calls. Their product is

the overflow traffic per server for 1-call up to n + 1-call, which is in turn the total offered load

per server for 1-call up to n + 1-call, i.e.
∑n+1

i=1 ai. Subtracting
∑n

i=1 ai, we obtain an+1. See

[32] for further details. Also note that Eq. (5) is equivalent to Eq. (11) in [32].

The OPCA blocking probability approximation is given by

POPCA =
aN
a

. (6)

Eq. (6) has a clear physical interpretation: the aN/a ratio is the proportion of calls that are

promoted to N -calls (blocked calls) which is the OPCA blocking probability approximation.

Graphs are shown in Fig. 1 demonstrating the tightness of POPCA and PEFPA as lower

bounds for Pexact.

We are now able to state the main theorem of this paper.

Theorem 1.

PEFPA ≤ POPCA ≤ Pexact. (7)

The first inequality, namely PEFPA ≤ POPCA, was proved in [32], where the second inequality

is stated as the the OPC Conjecture. It is a key purpose of this paper to provide a mathematical

proof of the OPC conjecture.

By the Erlang B formula, we have

Pexact =
(aN)N

N !∑N
i=0

(aN)i

i!

. (8)

Therefore, by (6) – (8), the proof of Theorem 1 will be completed when we have proved the

9



1

10-14

10-12

10-10

10-8

10-6

10-4

10-2

100

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

POPCA

Pexact

PEFPA

OFFERED LOAD, a

P (a)

(a) P (a), N = 20

1

10-6

10-5

10-4

10-3

10-2

10-1

100

0 2 4 6 8 10 12 14 16 18 20

POPCA

Pexact

PEFPA

NUMBER OF SERVERS, N

P (N)

(b) P (N), a = 0.5

Figure 1: Numerical Comparison of OPCA and EFPA

following inequality for all a > 0 and N = 1, 2, 3, . . .

aN
a

≤
(aN)N

N !∑N
i=0

(aN)i

i!

. (9)

Before we commence the proof we note that it is easy to see that PEFPA and POPCA approach

0 as a → 0. It is also easy to see that POPCA = Pexact for a > 0 in the trivial cases of N = 1

and N = 2.

Most of the remainder of this paper is given over to establishing this innocuous looking and

quite generic inequality between the Erlang B formula and the OPCA system.

2.4 System Interpretations and Intuitive Arguments

A discussion of systems for which the approximations we consider are exact will help in un-

derstanding the implications of the approximations. To this end consider the following four

systems.

The actual system: In the present case, the actual system is our distributed server system.

EFPA: A system for which EFPA is exact can be constructed by considering the actual system

with a small modification, where an arbitrarily large exponentially distributed delay is
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introduced at each overflow between the moment a call is denied service and the time it

attempts a new server. This large delay will induce Poisson independent arrivals in line

with EFPA assumptions.

The surrogate system: This system is the actual system with the following modification. An

arriving junior call that finds the server busy serving a senior call will preempt the senior

call and will be served by the server. Assuming it has not visited all servers already, the

senior call then immediately attempts another server that it has not visited before.

OPCA: OPCA is constructed by introducing the independence and Poisson assumptions to

the surrogate system. This is equivalent to introducing arbitrarily long exponentially

distributed delay to any overflow before it attempts a new server in a similar way that

EFPA applies to the actual system.

As discussed in [32], the blocking probability of the surrogate system is higher than that of

the actual system because overflowed senior calls that are being preempted by junior calls will

visit only servers that they have not visited before. Such servers may be free at the time that

the preemption takes place. This leads to a slight inefficiency which somewhat increases the

blocking probability.

Then the blocking probability incurred by OPCA is less than that of the surrogate system

because it eliminates all the dependencies and traffic variability. For the same reason EFPA

underestimates the blocking probability of the actual system.

Since OPCA underestimates the blocking probability of the surrogate which incurs higher

blocking than the actual system, it in fact cancels out error introduced by the surrogate and

provides a better blocking probability approximation of the actual system than EFPA.

Another interesting fact to observe is that the OPCA system is the one most different from

the actual system. It has both the preemptive priority structure as well as arbitrarily large delay

which do not exist in the actual system. Yet it provides a very accurate approximation to the

actual system.
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3 Proof of the OPC Conjecture

We begin the proof by recalling the definition of Appell polynomials

SN (x) =

N∑
n=0

xn

n!
, (10)

the truncated Maclaurin series of the exponential function, which will play a key role in the

proof of the conjecture. At this point, we make the convention that the symbol N is taken to

range over all positive integers unless otherwise stated, so that any statement made about N

without further constraints is assumed to hold for N = 1, 2, 3, . . ..

Let A = aN be the offered load to the entire N -server system. The following function of A

and N will be key in the proof of the OPC conjecture.

TN (A) ≡
(
A

N
− 2

)(
N

N + 1

)N

SN (A)SN

(
A

(
1 +

1

N

))
+ SN (A)2 − AN+1

NN !
SN (A)

+

(
1− A

N

)(
N

N + 1

)N AN

N !
SN

(
A

(
1 +

1

N

))
+

A2N+1

N(N !)2
. (11)

To prove the OPC conjecture, we begin by defining a sufficient condition, described by

(13) below, for the OPC condition to hold (Lemma 1). Then we show that (13) is equivalent

to TN (A) ≥ 0, so the latter becomes a sufficient condition for the OPC condition to hold

(Proposition 1). In Appendix B, we prove that TN (A) ≥ 0. This completes the proof of the

OPC conjecture.

Proposition 1. If TN (A) ≥ 0 for all A ≥ 0 and all integer N , then the OPC conjecture holds.

By (5) we have

an =
(
∑n−1

i=0 ai)
2

1 +
∑n−1

i=0 ai
−

n−1∑
i=1

ai =

∑n−1
i=0 ai + (

∑n−1
i=0 ai)

2

1 +
∑n−1

i=0 ai
−

∑n−1
i=0 ai

1 +
∑n−1

i=0 ai
−

n−1∑
i=1

ai

=
n−1∑
i=0

ai −
1 +

∑n−1
i=0 ai

1 +
∑n−1

i=0 ai
+

1

1 +
∑n−1

i=0 ai
−

n−1∑
i=1

ai = a− 1 +
1

1 +
∑n−1

i=0 ai
. (12)
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For the purposes of this section, we write down the following inequality

1

aPexact(N) + 1− a
+ aPexact(N) ≥ 1

aPexact(N + 1) + 1− a
. (13)

Lemma 1. If (13) holds, then the OPC conjecture is true.

Proof. We define

νn =

 1, n = −1,

1 +
∑n

i=0 ai, n > −1,
(14)

and note

an = νn − νn−1 n = 0, 1, 2, .... (15)

As a result,

an = a− 1 +
1

1 +
∑n−1

i=0 ai
= a− 1 +

1

νn−1
. (16)

It then follows from equations (16), (9), and (8) that the OPC conjecture is equivalent to

1

νN−1
≤ aPexact(N) + 1− a. (17)

It is easy to show that both sides of (17) are positive. Therefore,

νN−1 ≥
1

aPexact(N) + 1− a
≥ 1. (18)

We now begin an inductive proof by induction on N and use equation (18) as the statement

to be proved by induction. For the case N = 1, ν0 = 1 + a and

aPexact(N) + 1− a =
a2

1 + a
+ 1− a =

1

1 + a
=

1

ν0
, (19)

so the inequality is in fact an equality for this case.

Assume that (18) is true for N . Using the fact that the function x+ (1/x) is increasing for

x ≥ 1, we have

νN−1 +
1

νN−1
≥ 1

aPexact(N) + 1− a
+ aPexact(N) + 1− a. (20)
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Adding a− 1 to both sides and combining with (16) we obtain

νN ≥ 1

aPexact(N) + 1− a
+ aPexact(N). (21)

From (18) we see that to complete the proof of the induction step it is enough to show (13).

This completes the proof of Lemma 1.

Proof of Proposition 1. Our strategy here is to prove that if TN (A) ≥ 0 for all A ≥ 0, then (13)

holds. We recall that

Pexact(N + 1) = Pexact =

(a(N+1))N+1

(N+1)!∑N+1
i=0

(a(N+1))i

i!

, (22)

and write

pN =
(a(N+1))N

N !∑N
i=0

(a(N+1))i

i!

. (23)

Then

Pexact(N + 1) =
a(a(N+1))N

N !
(a(N+1))N+1

(N+1)! +
∑N

i=0
(a(N+1))i

i!

=
apN

1 + apN
. (24)

We make this substitution for Pexact(N + 1) in (13) to see that it is enough to prove

1

aPexact(N) + 1− a
+ aPexact(N) ≥ 1

a apN
1+apN

+ 1− a
; (25)

in other words, we have to prove

aPexact(N)(aPexact(N) + 1− a) + 1

aPexact(N) + 1− a
≥ 1 + apN

1− a+ apN
. (26)

This reduces to

Pexact(N)2
(
1− a+ apN

)
+ Pexact(N)(a− apN − 2) + pN ≥ 0. (27)

Dividing by Pexact(N)2pN , we require

a− 2

Pexact(N)pN
+

1

Pexact(N)2
− a

Pexact(N)
+

1− a

pN
+ a ≥ 0. (28)
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Next we convert to the Appell polynomials referred to earlier by noting that

1

Pexact(N)
= SN (aN)

N !

(aN)N
, (29)

and

1

pN
= SN (a(N + 1))

N !

(a(N + 1))N
. (30)

After substitution of these two into (28), it is enough to prove that

(a− 2)(N !)2

(aN)N (a(N + 1))N
SN (aN)SN (a(N + 1)) +

(N !)2

(aN)2N
SN (aN)2

− aSN (aN)N !

(aN)N
+

(1− a)N !

(a(N + 1))N
SN (a(N + 1)) + a ≥ 0. (31)

Now we multiply through by (aN)2N

(N !)2
and set A = aN to obtain that

TN (A) =

(
A

N
− 2

)(
N

N + 1

)N

SN (A)SN

(
A

(
1 +

1

N

))
+ SN (A)2 − (A)N+1

NN !
SN (A)

+

(
1− A

N

)(
N

N + 1

)N AN

N !
SN

(
A

(
1 +

1

N

))
+

A2N+1

N(N !)2
≥ 0 (32)

means that (13) holds and by Lemma 1 this means the OPC conjecture is true. This proves

Proposition 1.

We are now in position to deconstruct TN (A). We note that TN (A) is a polynomial of degree

2N + 1. We write it then as its (finite) Maclaurin series:

TN (A) = TN (0) + T ′
N (0)A+

T ′′
N (0)

2!
A2 +

T
(3)
N (0)

3!
A2 + · · ·+

T
(2N+1)
N (0)

(2N + 1)!
A2N+1. (33)

In Appendix B we show that TN (A) ≥ 0 for all A ≥ 0. Therefore, by Proposition 1, the

proof of the OPC conjecture is complete.

4 The Case: N → ∞

Now that the proof is complete, the following corollary establishes that OPCA (as well as EFPA)

approaches the exact solution for a large N .
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Corollary

Both PEFPA and POPCA approach Pexact = EN (aN) as N tends to infinity with a fixed.

Proof. We know from page 498 of [24] that EN (aN) approaches zero for a ≤ 1 and approaches

1− 1
a for a > 1 as N tends to infinity with a fixed.

For all a > 0, PEFPA is obtained by finding the non-negative unique solution b of (3) and

then the blocking probability is bN . In all cases the result is trivially non-negative. Since the

EFPA value for the blocking probability never exceeds the exact result given by the Erlang B

formula, it follows immediately from the results of [24] and our proof of the OPC Conjecture

that both PEFPA and POPCA tend to zero when a ≤ 1. It follows that, to show that both PEFPA

and POPCA have the same limit as Pexact, we only need to consider the case a > 1 for PEFPA.

Suppose b does not tend to 1. Then, for any fixed M , b <
(
1 − M

N

)
for infinitely many N .

For these N , by (3),

b = a− abN > a

[
1−

(
1− M

N

)N]
→ a(1− e−M )

as N → ∞. Now choose M so that a(1− e−M ) > 1, and this gives a contradiction. Hence b → 1

as N → ∞. Therefore, by (3), the blocking probability is

bN = 1− b

a
→ 1− 1

a
,

which coincides with the result in the exact case.

5 New Bounds and Asymptotic Results under Critical Loading

A system where the offered traffic load is equal to the number of servers, namely a = 1, is called

critically loaded [10]. It is known that for a critically loaded Erlang B system, as the number of

servers and the offered load approach infinity, the blocking probability approaches zero. These

conditions are important because they reflect the exponential increase of capacity and traffic in

telecommunications networks in recent times.
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5.1 The bounds and asymptotic behavior of OPCA for a = 1

Let An =
∑n

i=0 ai. Then, from Eq. (5) and for a0 = a = 1, we have

An+1 = 1 +
A2

n

1 +An
. (34)

Moreover from Eq. (5), we have

an+1 =
A2

n

1 +An
−An + 1 =

1

An + 1
. (35)

Substituting into Eq. (6), we have for N ≥ 1

POPCA =
1

AN−1 + 1
. (36)

By (34), we have

An+1 = 1 +
1 + 2An +A2

n

1 +An
− 1 + 2An

1 +An
= 2 +An − 1− An

1 +An
= 1 +An − An

1 +An
.

Therefore,

A2
n+1 = 1 +A2

n +

(
An

1 +An

)2

+ 2An − 2
A2

n

1 +An
− 2

An

1 +An
= 1 +A2

n +

(
An

1 +An

)2

. (37)

Since An ≥ 1, we obtain

5

4
+A2

n ≤ A2
n+1 < 2 +A2

n, (38)

and iteration, noting that A0 = 1 provides bounds for An.

5

4
n+ 1 ≤ A2

n < 2n+ 1. (39)
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Now from (37) and (39)

A2
n+1 = 1 +A2

n +

(
1− 1

1 +An

)2

≥ 1 +A2
n +

1− 1

1 +
√

5
4n

2

. (40)

Now we sum this equation from n = 0 to N−1, replacing A0, which equals 1, by

(
1− 1

1+
√

5
4
N

)2

to obtain

A2
N ≥ N +

N∑
n=1

1− 1

1 +
√

5
4n

2

≥ 2N − 2

N∑
n=1

 1√
5
4n

 = 2N − 4√
5

N∑
n=1

1√
n
≥ 2N − 8√

5

√
N.

(41)

Similarly,

A2
N ≤ N + 1 +

N−1∑
n=0

(
1− 1

1 +
√
2n+ 1

)2

. (42)

For N ≥ 3

A2
N ≤ N + 3 +

N−1∑
n=3

(
1− 1

1 +
√
2n+ 1

)2

≤ 2N. (43)

Combining equations (41) and (43), we obtain

2N − 8√
5

√
N ≤ A2

N ≤ 2N. (44)

Note that there is an opportunity here to modify (44) to make it apply to both N = 1 and

N = 2, but this will weaken the inequality, and we refrain from doing it. It follows from (36)

that

1

1 +
√
2N − 2

≤ POPCA =
1

AN−1 + 1
≤ 1√

2(N − 1)− 4
√
2√
5

√
2(N − 1)

. (45)

We write M = 2(N − 1) and calculate as follows

0 ≤ POPCA − 1

1 +
√
M

≤ 1√
M − 4

√
2√
5

√
M

− 1

1 +
√
M

=
1

(1 +
√
M)(

√
M − 4

√
2√
5

√
M)

+

4
√
2√
5

√
M

(1 +
√
M)(

√
M − 4

√
2√
5

√
M)(

√
M +

√
M − 4

√
2√
5

√
M)

. (46)
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Noting that
√

M − 4
√
2√
5

√
M ≥

√
M
2 provided M ≥ 26, we have

0 ≤ POPCA − 1

1 +
√
M

≤
√
2

M
+

8/
√
5

M(1 + 1√
2
)
=

√
2

(
1 +

8√
5(1 +

√
2)

)
1

M
. (47)

Thus we obtain for N ≥ 14

0 ≤ POPCA − 1

1 +
√
2N − 2

≤ B
1

N − 1
, (48)

where

B =

(
1 +

8√
5(1 +

√
2)

)
1√
2
. (49)

These result in the following bounds for POPCA:

1

1 +
√
2N − 2

≤ POPCA ≤ 1

1 +
√
2N − 2

+B
1

N − 1
, (50)

where the upper bound starts from N = 14 and lower bound starts from N = 3. An important

observation to make here is that for a large N , the blocking probability of OPCA is of the same

order as that of the Erlang B formula, namely 1/
√
N . This explains the closeness of OPCA

to the exact solution (i.e. the Erlang B formula) shown in Figure 2. As observed from (50)

and verified by Figure 2 the lower bound of OPCA is a tight bound for large N and OPCA

approaches to this lower bound as N approaches infinity.

It is interesting to note that our lower bound of OPCA can serve as a tight lower bound

of the Erlang B formula because OPCA is itself a tight lower bound of the Erlang B formula,

although it is worth noting that the bound of [9] is slightly tighter than our lower bound of

OPCA for N ≥ 5. Note also that our bound applies only for the case of critical loading while

that of [9] is not so constrained.
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5.2 The bounds and asymptotic behavior of EFPA for a = 1

In this section we analyze the asymptotic behavior of the EFPA for a = 1 and for large N . Let

PN ≡ PEFPA for N ≥ 1. From Eqs. (3) and (4) and with a = 1, we have

1− PN − P
1
N
N = 0. (51)

Let

fN (x) ≡ 1− x− x
1
N . (52)

Note that fN (x) is a monotonically decreasing function of x in the interval [0, 1], that fN (0) = 1

and that fN (1) < 0 and so fN (x) has exactly one zero in that interval, namely PN .

We first show that PEFPA is upper bounded by logN
N for N ≥ 2. Let yN ≡ logN

N . Put yN

into (52), to obtain

h(N) = fN (
logN

N
) = 1− logN

N
−
( logN

N

)1/N
(53)

Differentiation with respect to N yields

h′(N) =
1

N2 logN

[( logN
N

)1/N((
logN

)
log
( logN

N

)
+ logN − 1

)
+
(
logN

)2 − logN

]
=

1

N2 logN

[( logN
N

)1/N(
logN log logN −

(
logN

)2
+ logN − 1

)
+
(
logN

)2 − logN

]
≥ 1

N2 logN

[
1−

( logN
N

)1/N]((
logN

)2 − logN
)

provided N ≥ 6 since in that case logN log logN > 1. It follows that h(N) is strictly increasing

for N ≥ 6 and numerical calculations show that this property extends down to N ≥ 2.

Now consider

lim
N→∞

h(N) = lim
N→∞

1− logN

N
−
( logN

N

) 1
N

= 1− lim
N→∞

( logN
N

)1/N
= 0

If follows that h(N) < 0 for N ≥ 2 and hence that PEFPA < (logN)/N for all N ≥ 2.
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Now, we try to find an asymptotic lower bound for PEFPA. Let zN = d log(N)
N for some choice

of 1 > d > 0 to be made later and put it into (52), to obtain

fN (zN ) = 1− d log(N)

N
−
(d log(N)

N

) 1
N
. (54)

Observe that by the Mean Value Theorem, for 0 < β < 1

ex ≤ 1 + βx for log β < x ≤ 0, (55)

so that, if we apply this inequality to

x =
log
(
d logN

N

)
N

for sufficiently large N to achieve log β < x < 0, we obtain

(d logN
N

) 1
N

< 1 +
β log

(
d logN

N

)
N

. (56)

Putting it into (54), we have

fN (zN ) > −d logN

N
−

β log
(
d logN

N

)
N

. (57)

In order that zN be a lower bound, we need f(zN ) > 0 which by (57) follows from:

−d logN

N
−

β log
(
d logN

N

)
N

> 0. (58)

This is equivalent to

N
(1− d

β
)
> d logN. (59)

For any d < β the above inequality holds for arbitrarily large N .

Therefore, for all N ≥ 2, we have

PEFPA <
logN

N
(60)
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and for any d < β < 1, there is an N(d) such that inequality (59) holds for N > N(d), so

d logN

N
< PEFPA. (61)

Since, for arbitrarily large N , we can choose d to be very close to β such that d < β, and we

can also choose β very close to 1 that satisfies β < 1, as N approaches infinity, we have

logN

N
> PEFPA ≍ logN

N
. (62)

Recall that the upper bound of PEFPA starts from N = 2.

Note that these results are different from those obtained in [10] where a different limit regime

has been considered. The authors of [10] considered a limited availability case where the traffic

can overflow only a limited number of times, and this limit stays fixed although the total number

of servers approaches infinity. In the present case there is no such limit.

These bounds signify the improvement achieved by OPCA over EFPA under critical loading.

We demonstrate numerically in Figure 2 that these bounds are quite tight and we also observe

from the numerical results that the significant difference between the upper bound of EFPA and

the lower bound of OPCA starts from N = 3.

We capture the results of this section in Table 1 and recall that for N = 1 and N = 2, OPCA

gives the same results as the Erlang B formula. It shows that the ratio of the upper bound of

Erlang B formula [9] to the lower bound of OPCA is bounded by
√
2 for any N ≥ 1, while the

ratio of the lower bound of the Erlang B formula [9] to the upper bound of EFPA approaches

infinity as N → ∞. This OPCA error bound provides further evidence for the accuracy of

OPCA in the present case and helps in understanding why the OPC Conjecture is difficult to

prove.

6 Conclusions

By completing the proof of the OPC Conjecture, we have established that for the symmetric

distributed server system under consideration, OPCA is always at least as accurate as EFPA.

Furthermore, POPCA = Pexact for the cases N = 1 and N = 2, and we have now established that
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Figure 2: Blocking probability versus number of servers for Erlang B, OPCA and EFPA.

Table 1: Summaries of bounds for Erlang B, OPCA and EFPA for N ≥ 3.

Erlang B Upper Bound [9] 1
1+

√
N

Erlang B Lower Bound [9] 1
1+
√

π
2
N

OPCA Lower Bound 1
1+

√
2N−2

EFPA Upper Bound logN
N

this is also true at the limit of large N . (Note that the latter applies also to EFPA.)

Furthermore, we have provided new results of tight bounds and asymptotic behavior for both

OPCA and EFPA under the important case of critical loading that show the closeness of OPCA

to the exact solution and the significant improvement achieved by OPCA over EFPA. We have

also shown that the ratio of the Erlang B formula to OPCA is bounded by
√
2 for any N ≥ 1,

while the ratio of the Erlang B formula to EFPA approaches infinity as N → ∞.

The results of this work establish a close relationship between two seemingly unrelated mod-

els: the Erlang B and the priority queue model OPCA and demonstrate a potential of improving

23



accuracy by surrogate-based approaches for many other overflow loss model applications.

Appendix

A Existence and Uniqueness of the Solutions for EFPA and

OPCA

A1 Existence and Uniqueness of the Fixed Point Solution for EFPA

Eq. (3), namely b = a(1 − bN ), is the fixed-point equation for EFPA. Rearranging, we obtain:

0 = a(1− bN )− b.

Define: f(x) = a(1− xN )− x.

To prove existence and uniqueness, we show that f(x) = 0, 0 ≤ x ≤ 1, has a unique solution.

To establish solution existence, we observe that f(x) is continuous and for x = 0, f(x) > 0 and

for x = 1, f(x) < 0. Therefore, a solution exists by the intermediate-value theorem.

To establish solution uniqueness, suppose f(x1) = f(x2) = 0 for 0 < x1 < x2 < 1. The

mean-value theorem requires the existence of a y satisfying f(x2) − f(x1) = f ′(y)(x2 − x1) or

f ′(y) = 0, where x1 ≤ y ≤ x2. This provides us with a contradiction because simple calculations

reveal that f ′(x) < 0. Therefore, x1 = x2.

A2 Existence and Uniqueness of the Solution for OPCA

From Eq. (5), we observe that a unique an+1 is recursively obtained from a0, a1, . . . , an. And,

it takes N steps before we obtain aN (the last an value). Then, we can obtain a unique POPCA

which is given by aN/a.

B Proof that TN(A) ≥ 0 for all A ≥ 0

We show that TN (A) is positive on the whole positive real line and we do that by showing that

each of its derivatives at 0 is positive. In other words, we divide the original problem into several

sub-problems, which are relatively easier to solve, and solve them individually. Then some of
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the sub-problems are further subdivided to enable solution. We continue to apply this “divide

and conquer” approach to each sub-problem until they are all solved.

It will simplify the formulae involving the derivatives of TN (A) if we define α = N
N+1 . Then

we have

TN (A) =
A

N
αNSN (A)SN

(
A

α

)
− 2αNSN (A)SN

(
A

α

)
+ SN (A)2

− AN+1

NN !
SN (A) +

αNAN

N !
SN

(
A

α

)
− αNAN+1

NN !
SN

(
A

α

)
+

A2N+1

N(N !)2
. (B1)

Now we approach the task of calculating the derivatives of each of the terms in this sum.

The following equations will help here.

S′
n(x) = Sn−1(x) n = 0, 1, . . . , (B2)

where S−1(x) is identically zero, and so

Sn(0) =


0 n = −1

1 otherwise.

(B3)

We record as a series of lemmas the derivatives of each of the terms in TN (A). In proving

these lemmas, we will rely on (B2) in addition to Leibnitz rule in the guise

dn

dxn
[xcf(ax)g(bx)] =

n∑
i=0

(
n

i

)
c(c− 1) · · · (c− i+ 1)xc−i d

n−i

dxn−i
[f(ax)g(bx)] (B4)

where

dn

dxn
[f(ax)g(bx)] =

n∑
i=0

(
n

i

)
aibn−ig(i)(ax)f (n−i)(bx),

and f (n)(x) is shorthand for dnf(x)/dxn and c is integer.
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Lemma 2.

dn

dAn

[
A

N
αNSN (A)SN

(
A

α

)]
=

αN

N

[
n

n−1∑
i=0

(
n− 1

i

)
SN−i

(
A

α

)
SN−n+1+i(A)

(
1

α

)i

+A

n∑
i=0

(
n

i

)
SN−i

(
A

α

)
SN−n+i(A)

(
1

α

)i]
,

dn

dAn

[
A

N
αNSN (A)SN

(
A

α

)]
A=0

=



αN

N n
∑n−1

i=0

(
n−1
i

) (
1
α

)i
, 0 ≤ n ≤ N + 1,

αN

N n
∑N

i=n−N−1

(
n−1
i

)(
1
α

)i
, N + 2 ≤ n ≤ 2N + 1,

0, n > 2N + 1.

(B5)

Proof. The first equality follows immediately by rewriting (B4). In particular, we set f = g =

SN , a = 1/α, b = 1 and c = 1.

We evaluate at A = 0. The second term is multiplied by A and is thus immediately elimi-

nated. The form of the first term depends on n. Three cases arise, namely, those stated in Eq.

(B5) For 0 ≤ n ≤ N + 1, the product SN−i(0)SN−n+1+i(0) = 1, as a consequence of (B2). The

rest is straightforward.

Lemma 3.

dn

dAn

[
−2αNSN (A)SN

(
A

α

)]
= −2αN

n∑
i=0

(
n

i

)
SN−i

(
A

α

)
SN−n+i(A)

(
1

α

)i

dn

dAn

[
−2αNSN (A)SN

(
A

α

)]
A=0

=


−2αN

∑n
i=0

(
n
i

) (
1
α

)i
, 0 ≤ n ≤ N,

−2αN
∑N

i=n−N

(
n
i

)(
1
α

)i
, N + 1 ≤ n ≤ 2N.

0, n > 2N.

(B6)

Proof. The first equality follows immediately from a rewriting of (B4). In particular, we set

f = g = SN , a = 1/α, b = 1 and c = 0. Again the rest is straightforward.

Lemmas 4-8 involve differentiation of the general form given by (B4). This can be accom-

plished in the same way as detailed in the proofs of Lemmas 2 and 3. We provide a summary
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in Table B1, but omit the proofs of Lemmas 4–8, which involve straightforward calculations.

Table B1: Form of (B4) for Lemmas 2-8

f g a b c

Lemma 2 SN SN 1/α 1 1

Lemma 3 SN SN 1/α 1 0

Lemma 4 SN SN 1 1 0

Lemma 5 SN 1 1 1 N + 1

Lemma 6 SN 1 1/α 1 N

Lemma 7 SN 1 1/α 1 N + 1

Lemma 8 1 1 1 1 2N + 1

Lemma 4.

dn

dAn
[SN (A)SN (A)] =

n∑
i=0

(
n

i

)
SN−i(A)SN−n+i(A)

dn

dAn
[SN (A)SN (A)]A=0 =



∑n
i=0

(
n
i

)
, 0 ≤ n ≤ N,∑N

i=n−N

(
n
i

)
, N < n ≤ 2N

0, n > 2N.

(B7)

Lemma 5.

dn

dAn

[
− 1

NN !
AN+1SN (A)

]
= − 1

NN !

n∑
i=0

(
n

i

)
(N + 1)!

(N + 1− i)!
AN+1−iSN−n+i(A)

dn

dAn

[
− 1

NN !
AN+1SN (A)

]
A=0

=


0, 0 ≤ n ≤ N,

− (N+1)!
NN !

(
n

N+1

)
, N + 1 ≤ n ≤ 2N + 1

0, n > 2N + 1.

(B8)
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Lemma 6.

dn

dAn

[
αN

N !
ANSN

(
A

α

)]
=

αN

N !

n∑
i=0

(
n

i

)
N !

(N − i)!
AN−iSN−n+i

(
A

α

)(
1

α

)n−i

dn

dAn

[
αN

N !
ANSN

(
A

α

)]
A=0

=


0, 0 ≤ n ≤ N − 1,

αN
(
n
N

) (
1
α

)n−N
N ≤ n ≤ 2N

0 n > 2N.

(B9)

Lemma 7.

dn

dAn

[
−αN

NN !
AN+1SN

(
A

α

)]
=

−αN

NN !

n∑
i=0

(
n

i

)
(N + 1)!

(N + 1− i)!
AN+1−iSN−n+i

(
A

α

)(
1

α

)n−i

dn

dAn

[
−αN

NN !
AN+1SN

(
A

α

)]
A=0

=


0, 0 ≤ n ≤ N,

−αN N+1
N

(
n

N+1

)
( 1α)

n−N−1 N + 1 ≤ n ≤ 2N + 1

0 n > 2N + 1.

(B10)

Lemma 8.

dn

dAn

[
A2N+1

N(N !)2

]
A=0

=


(2N+1)!
N(N !)2

, n = 2N + 1

0, otherwise.

(B11)

The next step is to collect all of these terms together to obtain T
(n)
N (0). The formula is

different for different ranges of n, as the previous lemmas indicate, and the ranges depend on

N .
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Lemma 9.

T
(n)
N (0) =

αN

N n
(
1 + 1

α

)n−1 − 2αN
(
1 + 1

α

)n
+ 2n 0 ≤ n < N

αN

N n
(
1 + 1

α

)n−1 − 2αN
(
1 + 1

α

)n
+ 2n + αN n = N

αN

N (N + 1)
(
1 + 1

α

)N − 2αN
∑N

i=1

(
N+1
i

)(
1
α

)i
+
∑N

i=1

(
N+1
i

)
−N+1

N + αN−1(N + 1)− αN N+1
N n = N + 1

αN

N n
∑N

i=n−N−1

(
n−1
i

)(
1
α

)i − 2αN
∑N

i=n−N

(
n
i

)(
1
α

)i
+
∑N

i=n−N

(
n
i

)
−N+1

N

(
n

N+1

)
+ αN

(
n
N

)(
1
α

)n−N − αN N+1
N

(
n

N+1

)(
1
α

)n−N−1
N + 2 ≤ n ≤ 2N

0 otherwise.

(B12)

B1 The Easy Cases

We now have to verify that each of the derivatives of TN (A) is non-negative to complete the

proof of the OPC conjecture. The cases are

{0 ≤ n < N}, {N}, {N + 1}, {N + 2 ≤ n ≤ 2N}. (B13)

The most difficult case turns out to be the last of these: {N +2 ≤ n ≤ 2N}, and we leave it

till the next and subsequent sections. We deal with all of the three other cases here. It simplifies

formulae a little to consider n!T
(n)
N in each case.

Lemma 10.

αN

N
n

(
1 +

1

α

)n−1

− 2αN

(
1 +

1

α

)n

+ 2n ≥ 0 n = 1, 2, ..., N − 1. (B14)

Proof. We divide by 2n, replace α by N
N+1 and rearrange to obtain in place of the left side of
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(B14) that

1 +
n

2N

1(
1 + 1

N

)N (1 + 1

2N

)n−1
− 2

1(
1 + 1

N

)N (1 + 1

2N

)n
= 1− 1(

1 + 1
N

)N (1 + 1

2N

)n−1[
2− n− 2

2N

]
. (B15)

For this to be non-negative for 0 ≤ n < N we observer that the logarithm (to base e) of the

second term is less than 0; that is,

−N log

(
1 +

1

N

)
+ (n− 1) log

(
1 +

1

2N

)
+ log 2− log

(
1

1− (n−2)
4N

)
< 0. (B16)

Using the inequalities

x− x2

2
< log(1 + x) < x, log

( 1

1− x

)
> x for 0 ≤ x ≤ 1. (B17)

we see that the expression in (B16) does not exceed

−N
( 1
N

− 1

2N2

)
+

(n− 1)

2N
+ log 2− (n− 2)

4N
≤ (log 2− 1) +

n+ 2

4N
≤ log 2− 1 +

N + 1

4N
.

which is clearly negative for N ≥ 10. The remaining small collection of cases of the original

inequality can be checked by hand. We have used Maxima to check the cases N < 10.

Lemma 11.

αN
(
1 +

1

α

)N−1
− 2αN

(
1 +

1

α

)N
+ 2N + αN ≥ 0. (B18)

Proof. For N ≥ 2, αN < 1
2 , so that

αN
(
1 +

1

α

)N−1
− 2αN

(
1 +

1

α

)N
+ 2N + αN = 2N + αN − 2N

(3N + 2

2N + 1

)(
1− 1

2(N + 1)

)N
≥ 2N

[
1−

(3N + 2

2N + 1

)(
1− 1

2(N + 1)

)N]
. (B19)

As in the previous lemma, we do this by showing that the logarithm of
(
3N+2
2N+1

)(
1− 1

2(N+1)

)N
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is negative using the inequalities given in (B17). This reduces to

log
3

2
+ log

(
1 +

1

6N + 3

)
+N log

(
1− 1

2(N + 1)

)
≤ log

3

2
− 1

2
+

1

2(N + 1)
+

1

6N + 3
. (B20)

which is negative for N ≥ 7. The remaining few cases can be checked by hand (on the original

inequality (B18)), and we have used Maxima to do this. It is an indication of the tightness of

this inequality that the first four cases all give the value zero.

Lemma 12.

αN

N
(N + 1)

(
1 +

1

α

)N
− 2αN

N∑
i=1

(
N + 1

i

)( 1
α

)i
+

N∑
i=1

(
N + 1

i

)
− N + 1

N

+ αN

(
N + 1

N

)( 1
α

)
− αN N + 1

N
≥ 0. (B21)

Proof. We begin by rewriting the expression as

αN−1
(
1 +

1

α

)N
− 2αN

[(
1 +

1

α

)N+1
− 1− 1

αN+1

]
+

2N+1 − 2− 1

α
+ αN−1(N + 1)− αN−1

= 2N+1 − αN−1
(
1 +

1

α

)N[
1 + 2α

]
+ (N + 3)αN +

1

α
− 2. (B22)

Now we use the inequality αN > 1
e to obtain

2N+1 − αN−1
(
1 +

1

α

)N[
1 + 2α

]
+ (N + 3)αN +

1

α
− 2

≥ 2N+1 − (α+ 1)N
[ 1
α
+ 2
]
+

N + 3

e
− 2 ≥ 2N

[
2−

(19
6

)(
1− 1

2(N + 1)

)N]
(B23)

for N ≥ 6 and the final term is positive for N ≥ 9, because
(
1 − 1

2(N+1)

)N
is decreasing in N

and is less than 12
19 for N = 9. Again the remaining few terms can be checked by hand, and

again we have done this using Maxima.
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B2 The Final Term

The proof of the OPC conjecture will be complete when we have proved the following lemma.

This proof will occupy the remainder of the paper.

Lemma 13.

αN

N
n

n−1∑
i=0

(
n− 1

i

)( 1
α

)i
− 2αN

N∑
i=n−N

(
n

i

)( 1
α

)i
+

N∑
i=N−n

(
n

i

)
− N + 1

N

(
n

N + 1

)
+αN

(
n

N

)( 1
α

)n−N
− αN N + 1

N

(
n

N + 1

)( 1
α

)n−N−1
≥ 0

(B24)

for n = N + 2, N + 3, ..., 2N.

First we replace n by n−N − 1 to obtain for the left side of the above inequality:

n+ 1 +N

N
αN

N∑
i=n

(
n+N

i

)
α−i − 2αN

N∑
i=n+1

(
n+N + 1

i

)
α−i +

N∑
i=n+1

(
n+N + 1

i

)
− α−1

(
n+N + 1

N + 1

)
+ αN−n−1

[(
n+N + 1

N

)
−
(
n+N + 1

N + 1

)]
(B25)

where now we have to prove this non-negative for 1 ≤ n ≤ N − 1, and as before α = N
N+1 .

We fix n+N + 1 = R and define

Ω(n,N) =
n+ 1 +N

N
αN

N∑
i=n

(
n+N

i

)
α−i−2αN

N∑
i=n+1

(
n+N + 1

i

)
α−i+

N∑
i=n+1

(
n+N + 1

i

)
− α−1

(
n+N + 1

N + 1

)
+ αN−n−1

[(
n+N + 1

N

)
−
(
n+N + 1

N + 1

)]
. (B26)

The idea of the proof here is to show that for the “diagonal” this expression is zero, and that

when we move away from the diagonal the value increases. The first assertion is (more precisely)

expressed in the following lemma.

Lemma 14.

Ω(K − 1,K) = Ω(K − 1,K + 1) = 0, K = 1, 2, . . . . (B27)

Proof. This is a straightforward calculation:

Ω(K − 1,K) =

(
2K

K

)[ K

K + 1
− 1
]
+

(
2K

K

)(
1− K

K + 1

)
= 0. (B28)
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Ω(K − 2,K) =

(
2K − 1

K

)(
K

K + 1
− 1

)
+

(
2K − 1

K − 1

)[(K − 1

K + 1
− 2
) K

K + 1
+ 1

]
+

K

K + 1

(
2K − 1

K

)(
1− K − 1

K + 1

)
= 0.

(B29)

Now let Υ(n,N) = Ω(n − 1, N + 1) − Ω(n,N). The remainder of the proof is concerned

with the following lemma. Once it is completed, combined with Lemma 14, it gives the required

result.

Lemma 15. For 0 ≤ n < N Υ(n,N) ≥ 0.

The proof of this result in itself will require several lemmas. Indeed, its proof appears to

be non-trivial, although elementary. To simplify the expressions, we let β = N+1
N+2 . Then a

straightforward and omitted calculation shows that

Υ(n,N) =

(
N + n+ 1

N + 1

)(
β − βN−n+1

)
−
(
N + n+ 1

N

)(
1− n+ 1

N + 1

)
αN−n−1

+
N−n−1∑

i=0

(
N + n+ 1

N − i

)[(N − i

N + 2
− 2
)
βi+1 −

(N − i

N + 1
− 2
)
αi
]
.

(B30)

Now we note that the sum in this expression for Υ(n,N) is (the details are provided in Appendix

I of [30]):

N−n−1∑
i=0

(
N + n+ 1

N − i

)[(N − i

N + 2
− 2
)
βi+1 −

(N − i

N + 1
− 2
)
αi
]

=
1

2

{N−n−1∑
i=0

(
N + n+ 1

N − i

)[(N − i

N + 2
− 2
)
βi+1 −

(N − i

N + 1
− 2
)
αi
]

+
N−n−1∑

i=0

(
N + n+ 1

n+ 1 + i

)[(n+ 1 + i

N + 2
− 2
)
βN−n−i −

(n+ 1 + i

N + 1
− 2
)
αN−n−1−i

]}
. (B31)

This yields

Υ(n,N) =

(
N + n+ 1

N + 1

)(
β − βN−n+1

)
−
(
N + n+ 1

N

)(
1− n+ 1

N + 1

)
αN−n−1

+
N−n−1∑

i=0

(
N + n+ 1

N − i

)
S(i)

2
(B32)
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where

S(i) =

[(
N − i

N + 2
− 2

)
βi+1 −

(
N − i

N + 1
− 2

)
αi

]
+

[(
i+ n+ 1

N + 2
− 2

)
βN−n−i −

(
i+ n+ 1

N + 1
− 2

)
αN−n−1−i

]
. (B33)

Lemma 16. S(i) is increasing in i for 0 ≤ i ≤ 1
2(N − n− 1).

Proof. Let

Q(i) =

[(
N − i

N + 2
− 2

)
βi+1 −

(
N − i

N + 1
− 2

)
αi

]
. (B34)

Then

S(i) = Q(i) +Q(N − n− 1− i). (B35)

Differentiating with respect to i we have

S′(i) = Q′(i)−Q′(N − n− 1− i). (B36)

To show, then, that S(i) is increasing for 0 ≤ i ≤ 1
2(N − n − 1), we shall show that Q′(i) is

decreasing for 0 ≤ i ≤ N − n − 1. We observe that βi+1 ≤ αi for all real i in the range in

question, and hence that

Q′′(i) = − 2

N + 2
βi+1 lnβ +

(
N − i

N + 2
− 2

)
βi+1(lnβ)2 +

2

N + 1
αi lnα−

(
N − i

N + 1
− 2

)
αi(lnα)2

=

[
2− (N + 4 + i) ln

(
N + 2

N + 1

)]
βi+1

N + 2
ln

(
N + 2

N + 1

)
−
[
2− (N + 2 + i) ln

(
N + 1

N

)]
αi

N + 1
ln

(
N + 1

N

)
≤ −

[
(N + 4 + i) ln

(
N + 2

N + 1

)
− (N + 2 + i) ln

(
N + 1

N

)]
αi

N + 1
ln

(
N + 1

N

)
≤ 0,

(B37)

which is enough to complete the proof.

The next lemma now follows from the preceding one.
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Lemma 17.

Υ(n,N) ≥
(
N + n+ 1

N + 1

)(
β − βN−n+1

)
−
(
N + n+ 1

N

)(
1− n+ 1

N + 1

)
αN−n−1

+

(
N + n+ 1

N

)
S0 +

S1

2

N−n−2∑
i=1

(
N + n+ 1

N − i

)
. (B38)

Now define

Un =

⌊N−n−1
2

⌋∑
i=1

(
N + n+ 1

N − i

)
. (B39)

Then we have the following lemma.

Lemma 18.

Un(
N+n+1

N

) ≥
( N + 3n+ 5

2N − 2n− 2

)[(3N + n+ 3

N + 3n+ 5

)N−n
2 − 1

]
− 1. (B40)

In other words, the following is true.

Υ(n,N) ≥
(
N + n+ 1

N + 1

)(
β − βN−n+1

)
−
(
N + n+ 1

N

)(
1− n+ 1

N + 1

)
αN−n−1

+

(
N + n+ 1

N

)
S0

+

(
N + n+ 1

N

)[( N + 3n+ 5

2N − 2n− 2

)[(3N + n+ 3

N + 3n+ 5

)N−n
2 − 1

]
− 1

]
S1.

(B41)

Proof. This is proved as follows:

Un(
N+n+1

N

) =

⌊N−n−1
2

⌋∑
i=1

i∏
k=1

(N + 1− k

n+ 1 + k

)
=

⌊N−n−1
2

⌋∑
i=1

( i∏
k=1

(N + 1− k)(N + 1 + k − i− 1)

(n+ 1 + k)(n+ 1− k + i+ 1)

) 1
2

≥
⌊N−n−1

2
⌋∑

i=1

(
i∏

k=1

(N + 1)2 − (i+ 1)(N + 1)

(n+ 1)2 + (i+ 1)(n+ 1)

) 1
2

≥
⌊N−n−1

2
⌋∑

i=1

(
(N + 1− i+1

2 )

(n+ 1 + i+1
2 )

)i

=

⌊N−n−1
2

⌋∑
i=1

(
2N − i+ 1

2n+ i+ 3

)i

≥
⌊N−n−1

2
⌋∑

i=1

(
2N − N−n−1

2 + 1

2n+ N−n−1
2 + 3

)i

=

⌊N−n−1
2

⌋∑
i=1

(
3N + n+ 3

N + 3n+ 5

)i

≥
(

N + 3n+ 5

2N − 2n− 2

)((
3N + n+ 3

N + 3n+ 5

)N−n
2

− 1

)
− 1.

(B42)
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B3 Final Estimates

At this point we change from using N and n as the variables to using R = N + n + 1 and

D = N − n− 1, so that N = R+D
2 and n+ 1 = R−D

2 . The right side of inequality (B41) can be

rewritten as

Q(D,R) =
R−D

R+ 4 +D

(
1− βD+1

)
− 2 + 2D

R+ 2 +D
αD + (L0 +R0) +M(L1 +R1) (B43)

where

M =
(2R+ 2−D

2D

)((2R+ 2 +D

2R+ 2−D

)D+1
2 − 1

)
− 1 (B44)

L0 =
( N

N + 2
− 2
)
β1 −

( N

N + 1
− 2
)
α0 (B45)

=
(
2− R+D

R+ 2 +D

)
−
(
2− R+D

R+ 4 +D

)
β1 (B46)

R0 =
( n+ 1

N + 2
− 2
)
βN−n −

( n+ 1

N + 1
− 2
)
αN−n−1 (B47)

=
(
2− R−D

R+ 2 +D

)
αD −

(
2− R−D

R+ 4 +D

)
βD+1 (B48)

L1 =
(N − 1

N + 2
− 2
)
β2 −

(N − 1

N + 1
− 2
)
α1 (B49)

=
(
2− R− 2 +D

R+ 2 +D

)
α1 −

(
2− R− 2 +D

R+ 4 +D

)
β2 (B50)

R1 =
( n+ 2

N + 2
− 2
)
βN−n−1 −

( n+ 2

N + 1
− 2
)
αN−n−2 (B51)

=
(
2− R+ 2−D

R+ 2 +D

)
αD−1 −

(
2− R+ 2−D

R+ 4 +D

)
βD. (B52)

where α = N
N+1 = R+D

R+2+D and β = N+1
N+2 = R+2+D

R+4+D .

We state, as a lemma, the final requirement for our proof.

Lemma 19. Q(D,R) ≥ 0 for 0 ≤ D ≤ R− 4 and R ≥ 4.

We note that the cases D = 0 and D = 1 are already covered by equation (B27). We also

note that L0,L1,R0,R1 are non-negative, as is the first term in Q(D,R). Moreover the negative

(second) term does not exceed 1 in absolute value.

It will be convenient to write

W =
R−D

R+ 4 +D

(
1− βD+1

)
− 2 + 2D

R+ 2 +D
αD. (B53)
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It is a remarkable (and frustrating) fact that all of the non-negative terms are needed to make

the inequality Q(D,R) valid in this range. We begin by replacing each of them by somewhat

simpler forms. We write

ρ =
2

2 +R+D
. (B54)

Lemma 20.

L0 = ρ−
( ρ

ρ+ 1

)
+ 2
( ρ

ρ+ 1

)2
, (B55)

W = (1− ρ)D − 2

(1 + ρ)D+1
+ 1− ρ

ρ+ 1
(D + 2), (B56)

L1 =
( ρ2

(ρ+ 1)3

)
(4− 2ρ− 5ρ2 − ρ3), (B57)

R1 = (1 +Dρ)(1− ρ)D−1 −
(
1 + (D + 1)

ρ

ρ+ 1

)(
1− ρ

ρ+ 1

)D
, (B58)

M =
1

u

(
(1 + u)(D+1)/2 − 1

)
− 1 (B59)

where

1

u
=

2R+ 2−D

2D
=

2

D

(1
ρ
− 1

2

)
− 3

2
. (B60)

The following lemma is obtained by the judicious use of the binomial expansion. We aim to

have a common denominator of 1/(1 + ρ)D in the various summands in the required inequality.

Lemma 21. Let

CL0 =
ρ2

(1 + ρ)D+1

(
1 + (D − 1)ρ+

1

2
(D − 1)(D − 2)ρ2

)
(3 + ρ) (B61)

CL1 =
ρ2

(1 + ρ)D+1

(
1 + (D − 2)ρ+

1

2
(D − 2)(D − 3)ρ2

)
(4− 2ρ− 5ρ2 − ρ3), (B62)

CW =
−1

(ρ+ 1)D+1

(5
2
Dρ2 +

1

2
D2ρ2 +

1

2
Dρ3 +

1

2
D3ρ3

)
(B63)

CR1 =
ρ2

(1 + ρ)D+1

(
(D + 2)− ρ(D2 − 2)− ρ2(D − 1)(1 + 2D)− ρ3(D − 1)D

)
(B64)

CM =
D − 1

2
+

D(D2 − 1)ρ

16

(
1 +

1

2
(D + 2)ρ

)(
1 +

ρ

4
(D − 2)

(
1 +

1

2
(D + 2)ρ

))
. (B65)

Then for D ≥ 3

L0 ≥ CL0, L1 ≥ CL1, M ≥ CM, W ≥ CW, R1 ≥ CR1. (B66)
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The details of the proof are given in Appendix II of [30]. In view of this lemma it is enough

to show that

CL0 + CW + CM(CL1 + CR1) ≥ 0, (B67)

for R ≥ 6 and 3 ≤ D ≤ R− 4.

The next two lemmas can be proved by straightforward calculations (See Appendices III and

IV of [30]) based on what we know about the ranges of ρ and D. We note that, for D ≥ 5,

ρ ≤ 2
13 .

Lemma 22.

CL0 + CW + CM(CL1 + CR1) ≥

−
[
D8(2ρ5) +D7(6ρ4) +D6(16ρ3) +D5(44ρ5 + 338ρ4 − 128ρ3 + 8ρ2)

+D4(96ρ4 + 496ρ3 − 288ρ2 − 32ρ) +D3(576ρ3 + 152ρ2 + 320ρ)

+D2(2336ρ2 − 1248ρ) +D(1984ρ)
]
.

(B68)

Lemma 23. For D ≥ 5,

CL0 + CW + CM(CL1 + CR1) ≥

−
[
2D8ρ5 + 6D7ρ4 + 16D6ρ3)− (128ρ3 − 8ρ2)D5

−(106ρ2 + 32ρ)D4 + 320D3ρ+D2(2336ρ2 − 851ρ)
]
.

(B69)

Now we define

W =− 2336ρ+ 851− 320D + (106ρ+ 32)D2

+ (128ρ2 − 8ρ)D3 − 16ρ2D4 − 6ρ3D5 − 2ρ4D6,

(B70)

so that by Lemma 23

CL0 + CM(CL1 + CR1) ≥ ρD2W (B71)

for D ≥ 5, and, leaving aside the special case where this fails, it is enough to show that W

is non-negative. For the moment we shall assume that D ≥ 5, and return to the special cases

excluded by this at the end.
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Now we rewrite W in terms of R and D, reversing the substitution ρ = 2
R+D+2 , and simplify

to obtain

W =(32D2 − 320D + 851)R6 + (112D3 − 812D2 + 844D + 2136)R3

+ (80D4 − 100D3 − 534D2 − 1272D − 7608)R2

+ (−96D5 + 700D4 + 1660D3 − 5384D2 − 25456D − 28832)R

− 128D6 + 212D5 + 1931D4 − 56D3 − 15640D2 − 33952D − 23760.

(B72)

Next we split the argument into two cases: R/D ≥ 10 and R/D < 10. For the former, we

note that the sum of the R3 and R terms in W exceeds

11200D5 − 81200D4 + 84400D3 + 213600D2 − 95D5 + 700D4

+ 1660D3 − 5384D2 − 25456D − 28832

= 11105D5 − 80500D4 + 86060D3 + 208216D2 − 25456D − 28832, (B73)

which is positive for D ≥ 5. The sum of the R6, R2 and constant terms in R and in W (B70)

exceeds

320000D6−3200000D5+8510000D4+8000D6−10000D5−53400D4−127200D3−760800D2

− 128D6 + 212D5 + 1931D4 − 56D3 − 15640D2 − 33952D − 23760

≥ 327D6−3210D5+8450D4−128D3−780D2−34D−24 ≥ 550D4−128D3−780D2−35D−24,

(B74)

which is again positive in the range D ≥ 5.

Now we consider the case R/D < 10. We rewrite W in terms of R/D and split it into two
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parts:

P1 =

[
32

(
R

D

)4

+ 112

(
R

D

)3

+ 80

(
R

D

)2

− 96

(
R

D

)
− 128

]
D6

+

[
−320

(
R

D

)4

− 812

(
R

D

)3

− 100

(
R

D

)2

+ 700

(
R

D

)
+ 212

]
D5

+

[
851

(
R

D

)4

+ 844

(
R

D

)3

− 534

(
R

D

)2

+ 1660

(
R

D

)
+ 1931

]
D4.

(B75)

P2 =

[
2136

(
R

D

)3

− 1272

(
R

D

)2

− 5384

(
R

D

)
− 56

]
D3

+

[
−7608

(
R

D

)2

− 25456

(
R

D

)
− 15640

]
D2 +

[
−28832

(
R

D

)
− 33952

]
D − 23760. (B76)

It is simple to check that P1 is positive for all R/D < 10, R ≥ 9, D ≥ 5, and that P2 is positive

provided in addition R/D > 3.3. Thus W is positive provided 3.3 < R/D < 10, R ≥ 9, D ≥ 5.

The details are given in Appendix V of [30]. Apart from a few values that can be checked by

hand, then, it remains to show the result for R/D < 3.3.

We next write

W = Q1D
6 +Q2D

5 +Q3D
4 +Q4D

3 +Q5D
2 +Q6D − 23760, (B77)

where

Q1 = 32

(
R

D

)4

+ 112

(
R

D

)3

+ 80

(
R

D

)2

− 96

(
R

D

)
− 128;

Q2 = −320

(
R

D

)4

− 812

(
R

D

)3

− 100

(
R

D

)2

+ 700

(
R

D

)
+ 212;

Q3 = 851

(
R

D

)4

+ 844

(
R

D

)3

− 534

(
R

D

)2

+ 1660

(
R

D

)
+ 1931;

Q4 = 2136

(
R

D

)3

− 1272

(
R

D

)2

− 5384

(
R

D

)
− 56;

Q5 = −7608

(
R

D

)2

− 25456

(
R

D

)
− 15640;

Q6 = −28832

(
R

D

)
− 33952.

(B78)

We note that Q1, Q3, Q4 are increasing functions and that Q2, Q5, Q6 are decreasing functions
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of R/D. In turn we replace R/D by each of 1.1, 1.2, 1.3, . . . , 3.2 in the increasing functions

and respectively, by 1.2, 1.3, 1.4 . . . , 3.3 in the decreasing ones to give worst case estimates over,

respectively, each of the intervals

[1.1, 1.2], [1.2, 1.3], [1.3, 1.4], . . . , [3.2, 3.3]. (B79)

It can be shown that, in each case, W given by (B77) is increasing (and therefore clearly positive)

by repeated differentiation and checking for positivity of the derivatives at the endpoint D = 14.

The details are given in Appendix VI of [30].

Finally we consider the case when R/D < 1.1. We rewrite W in terms of R and y = D/R

as follows

W = 32y2R8 − 320yR7 + (851 + 112y3 + 80y4 − 96y5 − 128y6)R6

+ (−812y2 − 100y3 + 700y4 + 212y5)R5 + (844y − 534y2 + 1660y3 + 1931y4)R4

+ (2136− 1272y − 5384y2 − 56y3)R3 + (−7608− 25456y − 15640y2)R2

+ (−28832− 33952y)R− 23760. (B80)

For each coefficient of a power of R, we again consider the worst case, by replacing y by 1 if

that coefficient is decreasing in y over the interval [1/1.1, 1], and by 1/1.1 if that coefficient is

to increasing over that interval. We collect the first two terms (R7 and R8) together and note

that this is increasing in y for any R ≥ 8. The result is that

W ≥ 32

(1.1)2
R8− 320

1.1
R7+800R6−136.5R5+2892R4−4576R3−48704R2−62784R−23760.

(B81)

It can be shown that this is increasing (and therefore clearly positive) by repeated differentiation

and checking for positivity of the derivatives at the endpoint 1/1.1 The details are given in

Appendix VII of [30].

There only remain a fairly small finite number of cases for small values of R and D. Each

of these have been checked using Maxima. We give the details in Appendix VII of [30] for all of
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the special cases, D = 2, 3, 4. This completes the proof!
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