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Abstract—This paper provides new loss models for a hybrid
optical switch (HOS) combining optical circuit switching (OCS)
and optical burst switching (OBS). Exact blocking probabilities
are computed when 1) no priority is given to either circuits or
bursts and 2) circuits are given preemptive priority over bursts.
Because it is difficult to exactly compute in realistic scenarios, com-
putationally scalable approximations are derived for the blocking
probability. The sensitivity of the analytical results to burst length
and circuit holding-time distributions is quantified by simulation.
It is demonstrated how the proposed approximations can be used
for multiplexing-gain evaluation of a hybrid switch. In addition,
the extension of the proposed single-node model to a network
model composed of OCS, OBS, and hybrid switches is outlined.

Index Terms—Blocking probability, hybrid optical switching,
optical burst switching (OBS), optical circuit switching (OCS),
wavelength-division multiplexing (WDM).

I. INTRODUCTION

THE rapid advancement of wavelength-division-
multiplexing (WDM) technology has emerged as a prom-

ising means to open up the terahertz transmission bandwidth
of optical fiber [36]. A core WDM network consists of
many optical cross connects (OXCs) interconnected through
hundreds, possibly thousands, of fibers containing hundreds of
wavelength channels. Three basic switching technologies have
been proposed for WDM networks: 1) optical circuit switching
(OCS) [10], [11]; 2) optical burst switching (OBS) [1], [9],
[25], [30]; and 3) optical packet switching (OPS) [3], [6].

In OCS networks, traffic is delayed until it is confirmed
that connections (or lightpaths) between source and destination
pairs are established using two-way reservation signaling. Cur-
rently, OCS is mainly used in the backbone as point-to-point
links (or transmission pipes) over long distances in a quasi-
static configuration. As traffic volume grows with different
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requirements for data, video, and voice traffic, OCS may not
be sufficiently flexible in responding to dynamically varying
and bursty traffic loads and service diversity [10], [31]. This
motivates the idea of OBS [25].

In OBS networks, traffic flows are gathered at edge routers
located at the periphery of the WDM network [1]. Flows are
then sorted according to destination and grouped into variable-
sized elementary switching entities known as bursts. Before a
burst is sent, a control packet is generated at the edge router
and sent towards the destination to set up a lightpath. Upon
its arrival at each OXC along the lightpath, the burst size and
arrival time are read from the control packet and the burst is
scheduled in advance to an appropriate outgoing wavelength.
The burst itself is sent after a fixed delay, referred to as an
offset, which is greater or equal to the total processing delay
encountered by the control packet. The burst is blocked at
any OXC along the lightpath if it cannot be scheduled to an
appropriate outgoing wavelength [30].

The third switching technology, OPS [3], makes it possible to
exploit single-wavelength channels as shared resources to better
utilize the huge bandwidth of WDM networks by allowing for
statistical multiplexing of traffic flows. While OPS is rather
ideal from a performance viewpoint, it is considered the most
impractical of the abovementioned three switching techno-
logies because it mandates the deployment of high-speed op-
tical switches and bulky delay lines to enable optical buffering
of packets.

In this paper, a so-called hybrid optical-switching network
is considered as an alternative network architecture in which
both OCS and OBS are used as the transmission mechanism
[22], [35]. This architecture, shown in Fig. 1, comprises elec-
tronic routers (IP edge routers) located at the edge, and so-
called hybrid optical switches (HOSs) positioned inside the
core WDM network. The hybrid switches are similar to OXCs
but are also capable of accepting OBS traffic. There are several
motivations for considering this HOS network.

1) OCS provides coarse access to bandwidth using the wave-
length routing capability of the optical layer [31] and is
justified only in the core network, where there is a large
volume of traffic between nodes. Therefore, adding OBS
into the network will increase the network’s flexibility
and make it possible to establish point-to-point links
beyond the current reach of the core network. Hybrid
switches can provide an evolutionary path towards the
introduction of an OCS-based network.
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Fig. 1. Hybrid optical-transport network architecture.

2) Combining OCS and OBS allows a network to support
the growing diversity of services. In particular, premium
services, such as delay-sensitive real-time traffic flows
can establish a circuit on demand using OCS, while best-
effort traffic can be delivered using OBS without any
quality guarantee [35].

3) A hybrid-switching network that combines OBS and
OCS is more efficient than having two separate net-
works. The efficiency will be achieved by reducing the
maintenance and management overhead, as well as in-
creasing traffic multiplexing.

The main contribution of this paper is to provide a com-
putationally scalable analytical model for a single node in
hybrid optical-switching networks. The model can be used
in performance evaluation, network dimensioning, and traffic
management. Although extending the proposed single-node
model to a model of a complete network involving multiple
HOSs is outside the scope of this paper, possible approaches
to achieve this goal are discussed.

This paper is organized as follows. A single-node model is
developed in Section II. The single-node model is then analyzed
using a multidimensional Markov process in Section III. The
case where circuits are given preemptive priority over bursts is
considered in Section IV. Because computing the exact block-
ing probabilities is intractable, scalable approximations for
both cases are thereafter derived. The complexity of the
approximations and solving the exact blocking probabilities
is shown in Section V. Furthermore, the sensitivity of the
analytical results to burst length and circuit holding-time dis-
tributions, as well as to the distribution of the interarrival times,
is quantified by simulation in Section VI. It is then show how
the proposed single-node model can be used in dimensioning a
switch in Section VII-A, and the extension of the model to the
network case is outlined in Section VII-B. Finally, the paper
concludes in Section VIII.

II. NODE MODEL

Consider a single HOS in the optical network shown in
Fig. 1. Without loss of generality, let us consider only traffic

flows directed from left to right. In the example shown, there
are two incoming and three outgoing links connected to this
switch. The architecture of the HOS is detailed in Fig. 2.
The switch controller receives incoming requests in the form
of control packets on each incoming fiber [35]. We assume
full wavelength-conversion capabilities in the switching fab-
ric and that the switching fabric is strictly nonblocking. The
main difference between the architecture in Fig. 2 and the
architecture of an OXC is that the controller can accept and
process both requests for the establishment of circuits, as well
as control packets for burst scheduling. Note that the incoming
or outgoing links of the hybrid switch may contain a different
number of fibers, each supporting many wavelengths. In the
example shown in Fig. 2, the top incoming link from another
node contains two fibers, while the bottom incoming link and all
the outgoing links have one fiber each. Fig. 2 shows examples
of transmission of OCS traffic and OBS traffic in progress.

Previous studies of hybrid optical switching in [22] have
quantified the mean delay for bursts in a single link. Perfor-
mance evaluation of hybrid packet/circuit switching in elec-
tronic Sychronous Optical Network (SONET) networks has
been considered in [5], [13], [21], [23], [29], [34], [38], [39],
and the references therein. Here, we develop an analytical
model for a single switch/node within the hybrid optical net-
work. For modeling purposes, effects related to the use of con-
trol packets in OBS, including offset, and reservation signaling
in OCS are ignored.

Consider all the traffic flows coming from M input wave-
lengths from a number of incoming links that are directed
to an outgoing link consisting of K wavelengths. Note that
there is no loss when the number of input wavelengths (M)
is lower than the number of wavelengths (K) in the outgoing
link. We are, therefore, only interested in the case of (0 < K ≤
M), where loss can occur. In comparison, the assumption of
Poisson arrivals used in previous studies of OBS performance
[26] will incorrectly lead to some loss of traffic, even in
situations where K ≥ M .

A request for burst transmission or circuit allocation (light-
path establishment) arrives randomly on one of the input wave-
lengths. If there is no available outgoing wavelength, then the
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Fig. 2. Hybrid optical-switch architecture.

request is denied and the corresponding burst is blocked (or
lost) at the switch, or the requested lightpath is not established.
Note that the data belonging to the dropped burst needs to be re-
transmitted by a higher layer protocol such as the Transmission
Control Protocol (TCP).

On each input wavelength, the time period during which
a burst is being received, or a circuit is allocated, is called
an ON period, and a continuous period of time between two
successive ON periods is called an OFF period. Here, an ON pe-
riod associated with a circuit allocation applies for the entire
time period, including the setup time, for which a wavelength
is exclusively dedicated to a circuit. We assume that the
ON and OFF periods are exponentially distributed, and the traffic
streams on all input wavelengths are statistically identical.
During the ON period, the input wavelength is said to be
active, and during the OFF period, it is said to be inactive.

An input wavelength may carry bursts some of the time and
may be allocated to circuits at other times. We assume that
a burst is transmitted on a wavelength for an exponentially
distributed period of time with mean 1/µb, while a circuit
is allocated for an exponentially distributed period of time
with mean 1/µc. The OFF period is assumed to be expo-
nentially distributed with mean 1/λ. Upon termination of an
OFF period, an ON period associated with a circuit allocation
will commence with probability pc, and a burst transmission
will commence with probability pb = 1 − pc. Define λc = λpc

and λb = λpb.
Typically, 1/µc � 1/µb and λb � λc. The arrival of a

request for circuit allocation may represent (but is not lim-
ited to) the following: 1) a request for setting up a private
network; 2) dynamic capacity leasing on a wavelength-by-
wavelength basis; and 3) online trading of bandwidth. The value
1/µc will then represent the average actual holding/usage time
associated with such wavelength bandwidth requests.

In principle, as discussed in [35], a lightpath established
for a circuit between two edge routers may not be fully uti-

lized. In such a case, an arriving request for a new circuit
between the same edge routers may be accommodated by
the old lightpath. Here, we do not consider the second re-
quest as a new request, but rather assume that it simply in-
creases the holding time of the existing lightpath. If the second
request cannot be accommodated by an existing lightpath at
the edge router, then it is considered as a new request in
our model.

At first glance, it might seem that our single-node model,
thus far defined, is nothing more than a loss model covered by
Engset [12] with K servers, M sources, and two arrival classes.
Hence, if priority is not given to any of the two classes, it
seems that the standard Engset formula [12], [16] can be ap-
plied to compute blocking probabilities. However, the Engset
formula will typically overestimate blocking probabilities, be-
cause it allows a new arrival (either a burst or a circuit) on the
input wavelength while the burst is being blocked.

In practice, when a burst is blocked at a switch, the input
wavelength carrying the blocked burst remains active until the
end of the burst has arrived at the switch. Clearly, new arrivals
on that wavelength can only occur after the burst has been
blocked. (See [37] for an example demonstrating the inaccu-
racy of the standard Engset formula in estimating burst-
blocking probabilities in this case.) During the period of time
that a burst is being dumped at the switch, the input wavelength
is said to be blocked. Herein, we refer to this input wavelength
in the blocked state as a blocked wavelength. Thus, an input
wavelength can either be active, inactive, or blocked. Note
that when a circuit request is blocked, there is no dumping,
and the circuit is assumed lost. In practice, depending on the
application, a retry of a rejected request for circuit allocation
may be conducted, possibly, by buffering and delaying packets
waiting for circuit allocation at the edge router. In this paper,
we do not consider such effects. See [15] and [40] for infor-
mation on retry models and their performance implications on
circuit-switching networks.
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Fig. 3. State diagram for i + j < K.

III. ANALYSIS

Using the above node model, the blocking probability is
now computed in the case where no priority is given to either
circuits or bursts.

A. Exact Blocking Probability

Let the set of triples {(i, j, k) : i = 0, . . . ,K; j = 0, . . . ,K;
k = 0, . . . ,M − K; i + j ≤ K} denote the states of the un-
derlying Markov process, where i is the number of bursts in
progress, j is the number of circuits in progress, and k is
the number of blocked input wavelengths on which bursts are
being dumped. Furthermore, let πi,j,k denote the stationary
distribution of the underlying Markov process. Under appro-
priate conditions, a unique stationary distribution exists and
can be computed by solving the associated system of balance
equations. Fig. 3 shows the rates of each incoming and out-
going transition for an arbitrary state of the three-dimensional
Markov process for i + j < K.

The corresponding balance equations (for i + j < K) are

πi,j,k ((i + k)µb + jµc + (M − i − j − k)λ)

= πi,j,k+1(k + 1)µb

+ πi,j−1,k (M − (i + j − 1 + k)) λc

+ πi,j+1,k(j + 1)µc

+ πi−1,j,k (M − (i − 1 + j + k)) λb

+ πi+1,j,k(i + 1)µb (1)

and for i + j = K

πi,j,k ((i + k)µb + jµc + (M − K − k)λb)

= πi,j−1,k (M − (K − 1 + k)) λc

+ πi−1,j,k (M − (K − 1 + k)) λb

+ πi,j,k+1(k + 1)µb

+ πi,j,k−1 (M − (K − 1 + k)) λb. (2)

In (1) and (2), πi,j,k = 0 for (i, j, k) �∈ {(i, j, k) : i = 0, . . . ,
K; j = 0, . . . ,K; k = 0, . . . ,M − K; i + j ≤ K}. Introduc-
ing the normalization equation

∑
i,j,k πi,j,k = 1 gives rise to

a linearly independent system of equations, which can be
solved with elementary methods to compute the stationary
distribution.

The total load offered by both bursts and circuits is given by

To =
∑
i,j,k

(M − i − j − k)
(

λb

µb
+

λc

µc

)
πi,j,k

and the total load carried by both bursts and circuits is given by

Tc =
∑
i,j,k

(i + j)πi,j,k.

Note that To, Tc are expressed in units of wavelength capacity.
Thus, the blocking probability for both circuits and bursts is the
same and equal to (To − Tc)/To.

Solving the system of equations given by (1) and (2) is
not scalable for large K and M . Two approximations for the
blocking probability that are applicable for realistic values of
K and M are now derived by reducing the dimensionality of
the underlying Markov process.

B. First Approximation

The dimension of the underlying Markov process can be
reduced from three to two by considering an approximation
in which no distinction is made between a burst in progress
and a circuit in progress. Because the blocking probability is
equal for both circuits and bursts, we consider here a single
entity that can be either a burst or a circuit. This way, we do
not need to keep track of the number of bursts and circuits
in the system, thus reducing the dimensionality of the prob-
lem. The holding time (transmission time) of this combined
entity will be the weighted average of burst transmission and
circuit holding time. This results in a slight loss of accu-
racy, because the holding time of this entity is no longer
exponential but assumed to be in our approximation. This is
related to the discussion in Section VI on the sensitivity of
the analytical results to burst-length and circuit-holding-time
distributions.

Let the set of doubles {(j, k) : j = 0, . . . ,K; k = 0, . . . ,
M − K} denote the states of the approximate Markov pro-
cess, where j is the total number of bursts and circuits in prog-
ress, and k is number of blocked input wavelengths. On each
inactive input wavelength, the OFF period is exponentially
distributed with mean 1/λ, where λ = λb + λc. Let 1/µ∗ be
the modified mean ON period, which is chosen as the weighted
average given by 1/µ∗ = λb/(λµb) + λc/(λµc).

Let πj,k denote the stationary distribution of the ap-
proximate Markov process. Under appropriate conditions, a
unique stationary distribution exists and can be computed
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by solving the following system of balance equations.
For j < K

πj,k (jµ∗ + kµb + (M − j − k)λ)

= πj−1,k(M − j + 1 − k)λ

+ πj,k+1(k + 1)µb + πj+1,k(j + 1)µ∗ (3)

and for j = K

πK,k (Kµ∗ + kµb + (M − K − k)λb)

= πK−1,k(M − K + 1 − k)λ + πK,k+1(k + 1)µb

+ πK,k−1(M − K + 1 − k)λb. (4)

In (3) and (4), πj,k = 0 for (j, k) �∈ {(j, k) : j = 0, . . . ,K;
k = 0, . . . ,M − K}. Introducing the normalization equation∑

j,k πj,k = 1 gives rise to a linearly independent system of
equations, which can be solved, as before, to compute the
stationary distribution.

The total load offered is given by

T̃o =
∑
j,k

(M − j − k)
(

λ

µ∗

)
πj,k

and the total load carried is given by

T̃c =
∑
j,k

jπj,k.

Thus, an approximation of the blocking probability for both
circuits and bursts is equal to (T̃o − T̃c)/T̃o.

A cruder, yet more scalable, approximation is now derived,
which bears much similarity to the standard Engset formula.
In fact, the approximation is based on the Engset formula with
mean ON period 1/µ∗ and a modified mean OFF period, which
is determined by solving a fixed-point equation with repeated
substitution.

C. Second Approximation

Observe that from the point of view of the switch, when
the input wavelength is blocked and the burst is dumped, the
input wavelength behaves as if it were inactive until the end
of the burst has arrived at the switch. Therefore, the blocked
input wavelength encounters a longer OFF period with mean
equal to (λb/λ)(1/µb) + 1/λ. Let Pblocked be the probabil-
ity that all K wavelengths are busy at a time instant just
before the arrival of a burst or circuit (and, therefore, its input
wavelength is blocked) and let 1/λ∗ be the modified mean
OFF period given by

1
λ∗ = (1 − Pblocked)

1
λ

+ Pblocked

(
λb

λµb
+

1
λ

)
. (5)

An input wavelength only dumps an arriving burst if there
is a total of K bursts and circuits in progress. Therefore

Pblocked = Eng(λ∗, µ∗,M,K) �

(
M−1

K

) (
λ∗

µ∗

)K

∑K
i=0

(
M−1

i

) (
λ∗

µ∗

)i

which is the standard Engset formula. Since the blocking prob-
abilities for the circuits and for the bursts are equal, Pblocked

is an approximation of the blocking probability in question.
The functional relation between Pblocked and 1/λ∗ expressed

in (5) gives rise to a fixed-point equation. The fixed point, i.e.,
consistent values for Pblocked and 1/λ∗, may be computed with
the following repeated-substitution algorithm.

Let λ∗(0) = λ. While |λ∗(n) − λ∗(n − 1)| > ε, n ≥ 1,
generate another iteration such that

1
λ∗ (n + 1) =

1
λ

+
Eng (λ∗(n), µ∗,M,K)

µ∗ (6)

or

λ∗(n + 1) =
µ∗(

µ∗

λ + Eng (λ∗(n), µ∗,M,K)
) .

It is now proven that the repeated-substitution algorithm
must converge to the unique fixed point of (5). Observe that the
transformation from λ(n) to λ(n + 1) is defined by the function
Γ(x), where

Γ(x) =
µ∗(

µ∗

λ + Eng(x, µ∗,M,K)
) , x ≥ 0.

Because Eng(x, µ∗,M,K) is increasing with x, Γ(x) is
a strictly decreasing function for x ≥ 0 and approaches
λµ∗/(λ + µ∗) as x approaches infinity. Therefore, Γ(x) = x
has a unique solution (fixed point), from which it follows that
(5) also has a unique solution.

By (6), λ∗(0) = λ > λ∗(1) and λ∗(0) = λ > λ∗(2). In fact,
λ > λ∗(n) for all n > 0. As Γ(x) is a decreasing func-
tion, λ∗(0) > λ∗(1) implies λ∗(2) > λ∗(1). Hence, λ∗(0) >
λ∗(2) > λ∗(1), and for a similar line of reasoning λ∗(1) <
λ∗(3) < λ∗(2). In general, λ∗(n) > λ∗(n + 2) > λ∗(n + 1),
for n that is even, and λ∗(n) < λ∗(n + 2) < λ∗(n + 1), for n
that is odd.

Therefore, the sequence {λ∗(2n) : n ≥ 0} is decreasing
and the sequence {λ∗(2n + 1) : n ≥ 0} is increasing. Since
Eng(x, µ∗,M,K) is strictly concave, Γ(x) = x has a unique
solution, and each sequence is bounded and monotonic, with
both sequences converging to the same unique fixed point.

IV. PREEMPTIVE PRIORITY

We now extend the analysis for situations in which circuits
are given preemptive priority over bursts. By preemptive pri-
ority, we mean that if no other wavelengths are available, a
circuit is allowed to seize a wavelength being used by a burst in
progress or reserved for a burst. This burst is then left without a
wavelength, and it must be blocked. With preemptive priority
assigned to circuits, the availability of capacity for circuits
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is more predictable and easier to manage. Also, circuits may
require priority because they may be assigned premium traffic
that needs to meet certain quality of service (QoS) require-
ments. If a network is evolving from pure circuit switching to
hybrid switching, it may be necessary to protect OCS traffic
from OBS traffic, in order to maintain existing OCS service
levels. In such situations, it would be desirable that a burst
with a reasonably long burst offset time on a long-haul system,
for example, does not interfere with setting up a circuit with
relatively short round-trip time.

A. Exact Blocking Probability

Here, the states of the underlying Markov process are sim-
ilar to that of the previous case when no priority is given. Thus,
it is convenient to maintain the notation defined in the pre-
vious section. In fact, it is only the set of balance equations
defined by (2) that needs to be replaced to take into account
that a circuit can preempt a burst if no other wavelengths are
available. Note that (1) still holds. The set of balance equations
defined by (2), which pertains to the case i + j = K, are
replaced with the following. For j = K

πi,j,k ((M − K − k)λb + (k + i)µb + jµc)

= πi,j−1,k(M − K + 1 − k)λc

+ πi−1,j,k(M − K + 1 − k)λb

+ πi,j,k+1(k + 1)µb

+ πi,j,k−1(M − K − k + 1)λb

+ πi+1,j−1,k−1(M − K − k + 1)λc︸ ︷︷ ︸
circuit preempts burst

(7)

and for j < K

πi,j,k ((M − K − k)λ + (k + i)µb + jµc)

= πi,j−1,k(M − K + 1 − k)λc

+ πi−1,j,k(M − K + 1 − k)λb

+ πi,j,k+1(k + 1)µb

+ πi,j,k−1(M − K − k + 1)λb

+ πi+1,j−1,k−1(M − K − k + 1)λc︸ ︷︷ ︸
circuit preempts burst

. (8)

It is only the left-hand sides of (7) and (8) that differ. For
j < K, there is less than K circuits in progress; hence, an
additional circuit can be admitted by preempting a burst in
progress. This burst is then left without a wavelength, and its
remainder must be blocked. For j = K, there are K circuits
in progress; hence, an additional circuit cannot be admitted.

Under appropriate conditions, a unique stationary distrib-
ution exists and can be computed by solving the system of
balance equations defined by (1), (7), and (8). The normaliza-
tion equation

∑
i,j,k πi,j,k = 1 is required to ensure the system

of balance equations is linearly independent.

Let T b
o and T c

o be the total load offered by bursts and cir-
cuits, respectively. Similarly, let T b

c and T c
c be the total load

carried by bursts and circuits, respectively. Thus

T x
o =

∑
i,j,k

(M − i − j − k)
(

λx

µx

)
πi,j,k, x ∈ {b, c}

and

T b
c =

∑
i,j,k

iπi,j,k, T c
c =

∑
i,j,k

jπi,j,k

where the index x represents an element of the index set
{b, c} referring to burst or circuit traffic, respectively. The
stationary blocking probability is equal to

(T x
o − T x

c )
T x

o

, x ∈ {b, c}

and is strictly lower for circuits.
A scalable approximation for the exact blocking probability

is now derived by decoupling the underlying Markov process
according to bursts and circuits.

B. Approximation for the Blocking Probability

The approximation consists of two stages. Both stages are
based on the standard Engset formula in which the mean
OFF period is modified in much the same manner as in Sec-
tion III-C. The first stage yields the exact blocking probability
and state distribution for circuits. By state distribution, it is
meant the set of probabilities {pj : j = 0 . . . ,K}, where pj is
the probability that j circuits are in progress at steady state.
The second stage approximates the burst-blocking probability
by conditioning on the state distribution computed earlier.

Circuits cannot distinguish an active input wavelength be-
longing to a burst in progress from a blocked input wavelength
in which a burst is being dumped. In both such cases, the
input wavelength appears busy and is assigned to a single
state labeled the active state. The first stage of the approxima-
tion makes use of the fact that an input wavelength is either
active or inactive from the viewpoint of a circuit.

On an inactive input wavelength, a burst arrives with prob-
ability λb/λ, while a circuit arrives with probability λc/λ.
The effect of burst arrivals can be exactly taken into account
by modifying (increasing) the mean OFF period between two
successive circuits. Let the modified mean OFF period between
two circuits be 1/λ′, which is given by

1
λ′ =

(
λc

λ

)(
1
λ

)
+

(
λb

λ

)(
1
λ

+
1
µb

+
1
λ′

)
(9)

or

1
λ′ =

1
λ

+
(

λb

λc

)(
1
λ

+
1
µb

)
.
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The term 1/λ + 1/µb + 1/λ′ in (9) is the mean OFF period
given that the next arrival is a burst, which occurs with prob-
ability λb/λ, while the term 1/λ is the mean OFF period given
that the next arrival is a circuit, which occurs with probability
λc/λ. Thus, the exact circuit-blocking probability is given by
Eng(λ′, µc,M,K), and the state distribution is given by

pj =

(
M
j

) (
λ′

µc

)j

∑K
i=0

(
M
i

) (
λ′

µc

)i
, j = 0, . . . ,K.

The second stage involves approximating the burst-blocking
probability by conditioning on the state distribution {pj : j =
0 . . . ,K}. In particular, the burst-blocking probability is com-
puted given j = 0, . . . ,K circuits are in progress using the
approximation based on the Engset formula with modified
OFF period derived in Section III-C. That is, the approximation
derived in Section III-C is applied K + 1 times to compute the
burst-blocking probability given that j = 0, . . . ,K circuits are
in progress.

In particular, let Pblocked(j), j = 0, . . . ,K be the proba-
bility that an input wavelength is blocked given j circuits
are in progress. Furthermore, let 1/λ∗(j), j = 0, . . . ,K be
the modified mean OFF period between two successive bursts
given j circuits are in progress, which is given by

1
λ∗ (j) =

(1 − Pblocked(j))
λb

+ Pblocked(j)
(

1
µb

+
1
λb

)
. (10)

Given that j circuits are in progress, an arriving burst is only
blocked if there is a total of K − j bursts in progress. Therefore

Pblocked(j) = Eng (λ∗(j), µb,M − j,K − j) .

The functional relation between Pblocked(j) and 1/λ∗(j)
expressed in (10) gives rise to a fixed-point equation. The fixed
point, i.e., consistent values for Pblocked(j) and 1/λ∗(j), is
computed with the same repeated-substitution algorithm de-
fined in Section III-C. Based on the earlier proof, the repeated-
substitution algorithm must converge to the unique fixed
point of (10).

The repeated-substitution algorithm is applied K + 1 times
to compute Pblocked(j), j = 0, . . . ,K. The burst-blocking
probability is then approximated by unconditioning the state
distribution to give

∑K
j=0 pjPblocked(j).

V. COMPUTATIONAL ASPECTS

Because some of our approximations rely on an iterative
procedure that terminates once a prescribed error criterion is
satisfied, it is difficult to provide rigorous remarks on the
computational complexity of our approximations. In partic-
ular, complexity largely depends on the approach used to solve
the set of local balance equations. For this reason, instead of
considering complexity, we provide the cardinality of the state
space for each of our approximations in Table I. This may

TABLE I
CARDINALITY OF STATE SPACE

give a rough indication of the potential computational savings
relative to computing exact blocking probabilities.

Approximations marked with an asterisk in Table I make use
of the repeated-substitution algorithm defined in Section III-C.
In practice, our numerical experimentation has revealed that the
repeated-substitution algorithm typically converges in less than
ten iterations for a stopping criterion of 10−8. Table I gives an
indication of the scalability of the approximations relative to
computing the exact stationary probability.

VI. NUMERICAL EVALUATION

In this section, we quantify via simulation the accuracy
of our analytical results and approximations, as well as their
sensitivity to nonexponentially distributed ON and OFF periods.
Note that the traditional Engset model is not sensitive to the
ON- and OFF-period distributions [16]. In our analysis, however,
a different model is used and, therefore, the sensitivity needs
to be examined. We considered the following cases:

1) exponentially distributed ON and OFF periods (to verify
the correctness of our analytical results and approxima-
tions);

2) gamma-distributed ON periods and exponentially distrib-
uted OFF periods (to test the sensitivity of the analytical
results to the distribution of the ON period);

3) gamma-distributed ON and OFF periods (to examine the
accuracy of the analytical results when both ON and OFF

periods are nonexponential).

Let λc/µc and λb/µb be the circuit and burst traffic intensity
per input wavelength, respectively. When comparing between
models involving Gamma versus exponential distributions, we
fit the respective means of the ON and OFF periods, as well as
of the burst and circuit traffic intensity per input wavelength.
All data points generated by simulation are plotted with their
respective 95% confidence intervals, which are based on the
student’s t-distribution [4]. Plots are presented for the block-
ing probability versus the normalized traffic intensity, defined
as (M/K)(λb/µb + λc/µc).

Define the parameter S ≥ 1 as µb/µc, which represents the
factor by which the mean circuit holding period is greater than
that of the period required to send a burst, and the parameter
1 ≥ R ≥ 0 by λc/λb. Notice that the mean interarrival time
between two consecutive circuits may include many burst
transmissions. Furthermore, for the case in which priority is
not given to either bursts or circuits, regardless of the choice
of parameters S and R, the blocking probabilities of a burst
and a circuit are the same and are only a function of the total
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Fig. 4. Blocking probability versus normalized traffic intensity: Exact and simulation results. (a) No priority; M = 5, K = 3. (b) No priority; M = 30, K = 10.
(c) Preemptive priority; M = 5, K = 3. (d) Preemptive priority; M = 30, K = 10.

traffic load. Herein, we set R = 0.01, S = 100, and µc = 1.
By setting µc = 1, we normalize all time units with respect
to the mean circuit holding time. Thus, for a given normalized
traffic intensity, the corresponding parameters λb, µb, λc, and
µc are determined using the above {R,S, µc} values. Knowing
λb, µb, λc, and µc, we are then able to calculate the blocking
probabilities based on results developed in Section III and
Section IV.

We consider the following scenarios: 1) M = 5, K = 3
with an equal ratio of burst-to-circuit traffic intensity per
input wavelength; and 2) M = 30, K = 10 with various ratios
of burst-to-circuit traffic intensity per input wavelength. For
the first scenario, the exact and approximate blocking prob-
abilities versus the normalized traffic intensity are shown in
Fig. 4(a) and (c). The corresponding probabilities for the second
scenario are shown in Fig. 4(b) and (d), where the ratio of
burst-to-circuit traffic intensity per input wavelength is set to
be 1:2. Other ratios of burst-to-circuit traffic intensity per input
wavelength, such as 1:1 or 2:1, result in similar plots that are
omitted here for brevity.

In all the scenarios studied, we observe that the approximate
blocking probabilities are in agreement with the results for
the exact blocking, regardless of the values of M and K, and the
ratio of burst-to-circuit traffic intensity per input wavelength.
In particular, when no priority is given to circuits, the differ-
ence between the approximate and exact values divided by
the exact value (referred to as relative error) is around 1%
and 5% using the first and second approximation, respectively.
This error can also be observed for various values of M up
to 35 while keeping the blocking probability between 10−3

and 10−2.
Our numerical results show that when circuits are given

preemptive priority over bursts, the approximation provides
the exact circuit-blocking probability (as expected), and it
provides a tight upper bound for bursts [Fig. 4(c) and (d)].

Fig. 5(a), (c), (e) and Fig. 5(b), (d), (f) show plots generated
by simulation in which the ON and OFF periods are exponen-
tially and Gamma distributed, respectively. Exact analytical
results are also plotted for comparison. For all cases studied, we
observe that the analytical results are within the 95% confidence
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Fig. 5. Blocking probability versus normalized traffic intensity: Exact and simulation results. (a) No priority; M = 5; K = 3. Exponential ON/OFF; Gamma
ON/OFF; Gamma ON. (b) No priority; M = 30; K = 10. Exponential ON/OFF; Gamma ON/OFF; Gamma ON. (c) Preemptive priority; M = 5; K = 3.
Exponential ON/OFF; Gamma ON. (d) Preemptive priority; M = 30; K = 10. Exponential ON/OFF; Gamma ON. (e) Preemptive priority; M = 5; K = 3.
Gamma ON/OFF. (f) Preemptive priority; M = 30; K = 10. Gamma ON/OFF.

intervals of their simulation counterparts, which indicates that
the analytical model is not too sensitive to nonexponentially
distributed ON and OFF periods.

In the next section, we demonstrate the scalability of our
approximations; in particular, we consider cases involving hun-
dreds of wavelengths. Computing exact blocking probabilities
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TABLE II
LINK DIMENSIONING

for such cases is intractable, however, our approximations yield
estimates within a few seconds.

VII. USE AND EXTENSIONS

In this section, we first demonstrate how our model can be
used to evaluate the number of wavelengths on an outgoing
link required to meet a prespecified maximum blocking prob-
ability. We then use our model to evaluate the multiplexing
gain achieved by hybrid optical switching. Finally, we outline
how our single-node model can be extended to evaluate the
performance of a network composed of OCS, OBS, and hybrid
switches.

A. Link Dimensioning and Multiplexing Gain

In order to determine the minimum number of wavelengths
on an outgoing link of the switch to meet specified blocking-
probability requirements, we formulate an optimization prob-
lem based on two separate scenarios.

In the first scenario, we consider, separately, an OCS and
an OBS switch, while in the second scenario, we consider a
single HOS. The parameters associated with each switch (OBS,
OCS, and HOS) are summarized in Table II. For example,
there are MC input wavelengths directed to an outgoing link
of the OCS switch, and the ON and OFF periods on each input
wavelength are exponentially distributed with mean 1/µC and
1/λC, respectively. For this OCS switch, our objective is to
find the minimum number of outgoing wavelengths KC, such
that the blocking probability is under a certain threshold βC.
Given MC, λC, and µC, we define the following optimization
problem:

minimize KC

subject to BC ≤ βC

where BC is the resulting blocking probability at the OCS
switch. A similar optimization problem is defined to determine
the minimum number of outgoing wavelengths KB for an OBS
switch in the first scenario.

Let ρC = λC/µC and ρB = λB/µB be the traffic intensity
per input wavelength of the OCS and OBS switches, respec-
tively, and set ρC = ρB. To ensure an equitable comparison
with the hybrid-switching case, in the second scenario, the
same blocking probability threshold is specified for OCS and
OBS; thus, we set βC = βB = 10−4. Here, we use a simi-
lar setting λC/λB = 0.01, µB/µC = 100, and µC = 1, as in
Section VI. To solve the optimization problems, the blocking
probability of the separate OCS switch is calculated using the

standard Engset formula and that of the separate OBS switch
is calculated using our approximation described in Section III,
assuming no OCS traffic.

In the second scenario, for the HOS switch, we set
MH = MC + MB, 1/λH = 2/(λC + λB), and 1/µH = λC/
(2λHµC) + λB/(2λHµB). This way ρH � λH/µH = (ρC +
ρB)/2, indicating that the total traffic intensity of the hybrid
switch MHρH is equal to the sum of the traffic intensity to
the separate OCS and OBS switches. We then aim to find the
minimal number of wavelengths on the output link required
to meet the overall blocking probability requirement of 10−4.
This leads to the following optimization problem:

minimize KH

subject to BH ≤ βH

where βH = 10−4. Here, the blocking probability is calculated
based on the approximations developed in Section III.

We define the gain of hybrid switching as the percentage
reduction in the number of wavelengths saved by multiplexing
the OCS and OBS traffic into a hybrid switch, relative to
using separate OCS and OBS switches to meet prespecified
OCS and OBS blocking-probability requirements. The gain is
given by 100 × ∆K/KH[%], where ∆K = (KC + KB) −
KH, and KC, KB, and KH are optimal solutions obtained
by solving the above problems. The hybrid-switching gain is
shown in Fig. 6(a) as a function of total number of input
wavelengths (MH = MC + MB), each of which has a traffic
intensity of (ρH = (ρC + ρB)/2). It can be seen that the gain
decreases when the number of input wavelengths or the traffic
intensity per wavelength increases. Observe that the multi-
plexing gain is between 10% and 20% at a moderate traffic
intensity per input wavelength (ρH = 0.5, 0.7) and less than
200 input wavelengths. At high traffic intensity per input wave-
length (ρH = 1), the hybrid switch can still achieve around
5% multiplexing gain with a few hundred input wavelengths.
Similar observations can be made in Fig. 6(b), where we plot
the hybrid-switching gain versus the traffic intensity per input
wavelength for various values of MH.

Note that given the small blocking-probability requirement,
all three systems (OCS, OBS, and hybrid switches) behave
as an Engset system. When the number of input wavelengths
(MH) is large relative to the number of outgoing wavelengths
(KH) on the output link, all these systems behave like an
M/M/k/k system [20], and it is known that in such a system,
the multiplexing gain is insignificant if the offered load and the
number of outgoing wavelengths increases while the blocking
probability is kept fixed [2]. This is consistent with the plot
shown in Fig. 6(a), where the multiplexing gain decreases
with MH and with ρH.

B. Network-Performance Modeling

In the following, we describe in abstract terms an extension
to approximately compute the blocking probability perceived
by an ingress and egress router pair in a network consisting
of OCS, OBS, and HOSs (note that a pure OCS node, or a
pure OBS node, is a special case of an HOS). A depiction
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Fig. 6. Hybrid-switch dimensioning and multiplexing gain. (a) Hybrid-switching gain as a function of total number of input wavelengths MH. (b) Hybrid-
switching gain as a function of traffic intensity per input wavelength ρH.

of the architecture underlying a network consisting of HOSs
is shown in Fig. 1. For simplicity, we will assume no priority
is given to circuits and each ingress–egress pair is assigned a
single fixed lightpath.

The main task in realizing this extension involves amending
our single-node approximations to dispose of the homogeneity
assumption that is inherent to them. In particular, we can no
longer assume that the load offered by each input wavelength
that is incident to a single node is equal. This is because
there may be multiple links, each of which is traversed by a
different set of lightpaths, incident to a given node. Although
relaxing the homogeneity assumption is mathematically tract-
able, for the sake of clarity, we have upheld it in the previous
sections.

The closely allied problem of computing the blocking prob-
ability perceived by each ingress–egress pair in large circuit-
switched networks has featured prominently in the literature
[7], [14], [19], [32]. Although circuit-switched networks admit
a simple product-form solution, computing the normalization
constant of the product form is often intractable. As a result, the
reduced-load approximation was popularized in 1964 [8] and
has remained a cornerstone of network-performance evaluation.
It is the reduced-load approximation that we propose to use
for our purposes. Other approximations, such as Monte Carlo
summation [27] and numerical inversion of the generating
function of the normalization constant, are not appropriate,
because hybrid networks do not admit a product-form solution.

Although the reduced-load approximation is usually used in
the context of Poisson arrivals, it has been studied for state-
dependent arrivals and, in particular, finite-source Engset-type
arrivals [17], [18], as is pertinent to our situation. For finite-
source Engset-type arrivals, the reduced-load approximation
relies on two key assumptions.

1) The distribution of the number of busy wavelengths in a
link is mutually independent of any other link.

2) The total traffic offered to a link comprises several in-
dependent ON/OFF processes that may have been thinned
owing to blocking at preceding links.

The first assumption is commonly referred to as the indepen-
dence assumption that allows for decoupling of a network into
its constituent links.

The first step is to compute the blocking probability per-
ceived by a burst/circuit at each link since the independence
assumption permits each link to be treated as an independent
entity. For Poisson arrivals, this is usually accomplished with
the Erlang B formula [26]; however, in our case, we have
arrivals that follow a rather complex birth-and-death process
originated from finite nonhomogenous input wavelengths.

To dispose of this impeding homogeneity assumption, we
propose to amend the single-node approximation described
in Section III-C to allow for multiple classes of traffic,
where each class corresponds to an ingress–egress pair. This
amendment follows straightforwardly by using the generalized
Engset formula [17], instead of its one-dimensional counter-
part. The generalized Engset formula yields the blocking proba-
bility perceived by a burst/circuit of each class of traffic offered
to a link. It can be computed efficiently via a generalization
of the Kaufman–Roberts recursion, convolutional algorithms,
fast Fourier transform algorithms [27], [28], or the unified
asymptotic approximation [24]. The same iterative procedure
described in Section III-C would still be used; however, there
are now as many free variables as there are classes of traffic,
where each free variable represents the blocking probability
perceived by a burst/circuit of a given class.

The second step of the reduced-load approximation is to
compute the reduced load offered by bursts, as well as circuits
to each link. Consider an arbitrary ingress–egress pair asso-
ciated with a lightpath that traverses N links. The burst load
offered to the nth link on its lightpath is reduced according to
the blocking probability perceived by bursts at the (1, . . . ,
n − 1)th links, and the circuit load offered to the nth link on its
lightpath is reduced according to the blocking probability per-
ceived by circuits at the (1, . . . , n − 1, n + 1, . . . , N)th links.
(See [26] and [33] for further details regarding the reduction of
burst load, and [14] and [19] for further details regarding the
reduction of circuit load.)
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It can be seen that step one is dependent on the outcome of
Step 2 and vice versa. This dependence is synonymous with
the reduced-load approximation and is usually resolved via an
iterative procedure. At each iteration, link blocking probabil-
ities and offered loads are updated according to Step 1 and
Step 2, respectively. The iterative procedure terminates as soon
as a prescribed error criterion is satisfied. It is then a simple
matter to compute the blocking probability perceived by each
ingress–egress pair as a function of link blocking probabilities
(see [17] and [18] for further details).

VIII. CONCLUSION

In this paper, new models were developed to analyze the
performance of a hybrid optical switch (HOS) combining opti-
cal burst switching (OBS) and optical circuit switching (OCS).
Exact blocking probabilities have been derived for the cases
in which no priority is given to either bursts or circuits, and
circuits are given preemptive priority over bursts. The main
contribution of this paper has been the derivation of compu-
tationally scalable and accurate approximations for estimating
blocking probabilities for these two cases. The authors have
demonstrated by simulation that their analysis can still provide
accurate approximations for cases where the ON and OFF peri-
ods are Gamma distributed. The utility of the approximations is
that they provide a means to provision capacity in optical hybrid
switching networks. Furthermore, using the approximations
in this paper, the authors have demonstrated that significant
multiplexing gain can be achieved by hybrid switching and have
outlined an extension of the proposed single-node model to a
network composed of OBS, OCS, and hybrid switches.
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