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Routing Strategies in
Multihop Cooperative Networks

Bo Gui, Student Member, IEEE, Lin Dai, Member, IEEE, and Leonard J. Cimini, Jr., Fellow, IEEE

Abstract—The fading characteristics and broadcast nature of
wireless channels are usually not fully considered in the design
of routing protocols for wireless networks. In this paper, we
combine routing and cooperative diversity, with the consideration
of a realistic channel model. We focus on a multihop network
with multiple relays at each hop, and three routing strategies
are designed to achieve the full diversity gain provided by
cooperation among the relays. In particular, an optimal routing
strategy is proposed to minimize the end-to-end outage, which
requires the channel information of all the links and serves
as a performance bound. An ad-hoc routing strategy is then
proposed based on a hop-by-hop relay selection, which can be
easily implemented in a distributed way. As expected, ad-hoc
routing performs worse than optimal routing, especially with a
large number of hops. To achieve a good complexity-performance
tradeoff, an N-hop routing strategy is further proposed, where a
joint optimization is performed every N hops. Simulation results
are provided which verify the outage analyses of the proposed
routing strategies.

Index Terms—Routing, diversity gain, cooperative networks,
multihop, selective relaying.

I. INTRODUCTION

MULTIHOP wireless networks have been extensively
studied in recent years (for example, see [1]-[2] and

the references therein). Many routing protocols have been
proposed, such as Dynamic Source Routing (DSR) [3], Ad
hoc On Demand Distance Vector (AODV) [4] and Destination-
Sequenced Distance Vector (DSDV) [5]. In most of these
works, a deterministic ‘disk model’ is assumed, where the
information is successfully received if the distance between the
source and the destination is within a specified value, regard-
less of the real channel conditions. Then, the entire network is
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modeled as a graph, and routing protocols are developed based
on point-to-point error-free links aiming at the shortest path
or the minimum number of hops (see [6]-[8] for surveys). In
these works, two fundamental properties of wireless networks
have often been ignored: 1) the variable quality of wireless
channels, which means an unpredictable radio range, and 2)
the broadcast nature of wireless transmissions. As pointed
out in [9]-[10] and demonstrated experimentally in [11]-[13],
a ’disk model’ is not accurate for wireless networks. The
stochastic nature of the fading channel and the fact that
the signal-to-noise ratio (SNR) is a random variable cannot
be neglected. Also, several researchers have confirmed that
minimum-hop routing might lead to a path that uses longer
range links of marginal quality [14]-[15]. Therefore, in most
wireless applications, the routing protocols developed for
wired networks will not perform well.

In the wireless physical layer, diversity is an excellent
means for overcoming fading. However, in some scenarios,
the use of multiple antennas might be impractical because of
the limited size and power of the individual nodes. Cooperative
transmission has been proposed to address this issue; in this
case, diversity gain can be achieved through the cooperation
among nodes by exploiting the broadcast nature of the wireless
medium [16]-[18].

Although there has been a significant effort on the study
of cooperative systems, there has been very little work on
the cross-layer design of such systems, especially on combin-
ing cooperation and routing. In [19], the problem of power
allocation among transmitting nodes on a pre-selected route
to maximize the network lifetime is investigated. The joint
optimization of routing and power allocation is addressed
in [20]-[22], either with relay-cluster-based cooperation [20]
or multihop cooperation [21]-[22]. In these works, however,
the communications overhead and algorithmic complexity
are not considered. The work in [23] explores the benefits
of cooperative communications in a networking context at
different protocol layers. Distributed space-time block coding
is used at the physical layer to facilitate cooperation among
relay nodes. Through cooperative transmission, significant
throughput enhancement can be observed at the expense of
high energy consumption. How to reduce the energy penalty,
which mainly comes from the overhead communications
among relay nodes to coordinate the transmission, and how
to deal with the multiple frequency and time offsets incurred
by simultaneously transmitting from distributed relay nodes
are challenging problems. In [24] the cooperative transport of
packets is integrated in a proposed new architecture for next-
generation mobile ad hoc networks. As pointed out in [24],
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selecting relay nodes with as little overhead as possible is a
key problem in cooperative transport.

In this paper, we employ a realistic channel model (includ-
ing path loss and Rayleigh fading) and end-to-end outage as
the performance metric to investigate the routing issue from
a link-layer point of view. We mainly focus on the relay
(or path) selection from the source node to the destination
node with limited communications overhead. We consider a
multihop network with multiple relays at each hop and aim at
minimizing the end-to-end (or source-to-destination) outage.
To simplify the analysis and obtain some insights, we consider
a one-dimensional linear network model. In particular, a gener-
alized linear network with randomly located relay clusters and
an idealized linear network with equally spaced relay clusters
are considered. The nodes within the same cluster are closely
spaced and cooperate in signal transmission and reception. In
the network, only one path is active for a source-destination
pair. This type of linear model has been used in [20]-[22],[25]-
[28].

Routing strategies are designed to fully exploit the diversity
gain provided by the cooperation among relays with different
amounts of communications overhead and with different algo-
rithmic complexity. In particular, an optimal routing strategy
is proposed which chooses the path with the minimum end-
to-end outage among all possible paths. To achieve this
superior performance, the channel state information (CSI) of
all the links is required and a joint optimization needs to be
performed. To reduce the amount of required information, an
ad-hoc routing strategy is proposed where the relay selection
is performed in a per-hop manner so that only L-link‡ in-
formation is needed at each hop. Not surprisingly, there will
be a performance gap between these two routing strategies.
To achieve a good complexity-performance tradeoff, an N -
hop routing strategy is proposed, where a joint optimization
is performed every N hops.

In a decode-and-forward multihop network with L relays
cooperating with each other per hop, the maximum diversity
order is L regardless of the number of hops. The outage
analysis of the proposed three routing strategies will show that
all of them can achieve full diversity gain; however, the power
gains are different. For optimal routing, the power gain is only
determined by the variances of the channel gains of the first
and the last hop. The power gain of ad-hoc routing, however,
is related to the variances of the channel gains of each hop. For
N -hop routing, the power gain is determined by the variances
of the channel gains of hop tN +1, t = 0, 1, ..., �M/N�, and
hop M . Hence, for the idealized linear network, where each
hop has the same average channel power gain, the outage
performance of optimal routing remains constant with an
increase in M . In contrast, both ad-hoc and N -hop routing
suffer a linear increase in outage. Nevertheless, only a slight
performance loss is incurred by ad-hoc routing compared to
the optimal one when the number of hops is small; this makes
it highly attractive in infrastructure-based multihop networks.

The paper is organized as follows. The system model
is described in Section II. In Section III, we propose an

‡The L channels from the transmitting node to the receiving nodes are
referred to as L-link.

optimal routing strategy and analyze the end-to-end outage
performance. Ad-hoc routing and N-hop routing are proposed
and analyzed in Sections IV and V, respectively. A comparison
of these strategies is given in Section VI. Finally, Section VII
summarizes and concludes the paper.

II. SYSTEM MODEL

We consider a generalized M -hop linear network model,
where M − 1 relay clusters are randomly located from the
source node to the destination node. Each relay cluster in-
cludes L relay nodes. We assume that the distance between
relay clusters is much larger than the distance between the
nodes in any one cluster. Therefore, the channel gains of the
hops are independently and identically distributed. Also, we
assume that each node is equipped with only one antenna. A
special case of this generalized linear network model, when
the M − 1 relay clusters are equally spaced from the source
to the destination, is shown in Fig. 1. We refer to this model
as the idealized linear network model.

We first consider TDMA without spatial reuse, that is, there
is only one transmission during any particular time period. The
spatial reuse issue will be considered in Section VI-C. No
interference cancellation is adopted; we treat the interference,
moreover, as Gaussian.

A selective decode-and-forward relaying strategy is as-
sumed; in particular, at each hop, only one relay node is
selected to forward the packet. The selected relay node will
fully decode the received packet, re-encode it, and then
forward it to the next relay cluster. Although exploiting all
the signals transmitted by multiple previous hops can greatly
improve the energy-efficiency [25]-[26], here, we assume that
a specific receiving node only uses the signal transmitted by its
neighboring relay cluster. This approach allows us to concen-
trate on the design and comparisons of the routing strategies,
and the results developed here can be easily combined with
the techniques in [25]-[26].

The channel gain of hop m is modeled as a complex
Gaussian random variable with zero mean and variance σ2

m/2
per complex dimension. In general, this includes path loss,
shadowing, and Rayleigh fading. We assume the channel
variations are slow compared to the length of a packet. We
also assume each node has the same transmitting power PT ,
and the variance of the additive white Gaussian noise is N0/2
per complex dimension. With a finite bandwidth B Hz, the
SNR averaged over the Rayleigh fading and ignoring path
loss and shadowing, can be defined as

γ0 =
PT

BN0
(1)

Including the path loss and shadowing, then, the average SNR
of the channels at hop m at the receiver is given by

γm = σ2
mγ0 (2)

where σ2
m results from the attenuation with distance and

shadowing. Let γl1,l2,m represent the SNR of the channel
from relay l1 to relay l2 at hop m, l1, l2 = 1, ..., L and
m = 2, ..., M − 1. γS,l2,1 and γl1,D,M , l1, l2 = 1, ..., L,
are the SNRs at hops 1 and M , respectively; thus, we have
(M − 2)L2 + 2L i.i.d. links in the network.
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Fig. 1. Linear network model with M hops and L relays in each hop.

In an M -hop network with L relays at each hop, there are
I = LM−1 possible paths from the source to the destination.
Let r

(i)
m represent the relay node at hop m in path i, i = 1, ..., I

and m = 1, ..., M − 1. Let r
(i)
0 denote the source node and

r
(i)
M denote the destination node. Obviously, each path has a

different relay set r(i) = {r(i)
m } and the corresponding SNR

set is given by {γ
r
(i)
m−1,r

(i)
m ,m

}. For example, the path marked
with the solid line in Fig. 1 chooses relays 1, 2 and L at hops
1, 2 and 3, and relay L− 1 at hop M − 1. Its relay set is then
given by r = {1, 2, L, ..., L− 1}.

Here, we focus on the end-to-end outage performance. In
particular, the outage of path i, i = 1, ..., I , is given by

P
(i)
out = 1 −

M∏
m=1

(
1 − P

(i)
out,m

)

= 1 −
M∏

m=1

(
1 − Pr

[
γ

r
(i)
m−1,r

(i)
m ,m

< γth

])

= Pr
[

min
m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
< γth

]
(3)

where P
(i)
out,m is the outage probability at hop m of path i. γth

represents the required SNR threshold and it can be written
as

γth = ρ ∗ (2MRb − 1). (4)

The parameter ρ ranges from 1 to about 6.4, depending on
the degree of coding used [29]; and Rb is the required end-to-
end rate in bits/s/Hz. For multihop path i, the instantaneous
end-to-end rate is the minimum of the M hops [27], that is,

Ri = min
m=1,...,M

1
M

log2(1 +
γ

r
(i)
m−1,r

(i)
m ,m

ρ
) (5)

We can see that the outage probability is also the probability
that the instantaneous end-to-end rate is smaller than the
required rate. Obviously, the end-to-end outage of an M -hop
path is limited by the worst hop.

III. OPTIMAL ROUTING STRATEGY

In this section, we first discuss the optimal routing strategy
and its outage behavior. Then, we present simulation results
to verify the theoretical analysis.

A. Routing Algorithm and Outage Analysis

As shown in (3), the end-to-end outage of path i

is limited by the minimum SNR of M hops, γ
(i)
min =

min
m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
. Therefore, to minimize the end-

to-end outage of the network, the path with the maximum
γ

(i)
min should be chosen. In the optimal routing strategy, we

first find the minimum SNR of each path, and then compare
these minimum SNRs and choose the path with the largest
minimum SNR. The details are provided below.

Optimal Routing:
Given L and M , let I = LM−1.
Initialization:

Generate all possible paths {r(i)
m }, r

(i)
0 = S , r

(i)
M = D,

i = 1, ..., I . γmax
min = 0, ind∗ = 0.

Recursion:
For i = 1 : I

Calculate γ
(i)
min = min

m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
for path i;

If γ
(i)
min > γmax

min

γmax
min = γ

(i)
min, ind∗ = i;

End if
End loop

Output the optimal path {r(ind∗)
m }.
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The end-to-end outage occurs when the I possible paths
are all in outage, that is, the largest minimum SNR is below
the SNR threshold. Hence, the end-to-end outage of optimal
routing is given by

P opt
out = Pr

[
max

i=1,...,I
min

m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
< γth

]
(6)

It is not trivial to solve (6) because the I paths are usually
dependent. For example, in a 4-hop network with L = 3, paths
{1, 2, 2} and {1, 3, 2} share the same links at hop 1 and hop
4 so that their SNR sets both include γs,1,1 and γ2,D,4. The
I paths are independent only when M = 2.

Theorem 1. The end-to-end outage of optimal routing when
M = 2 is given by

P opt
out =

(
1 − exp

(
− (σ2

1 + σ2
2)γth

(σ2
1σ2

2)γ0

))L

(7)

Proof: When M = 2, all the I = L paths are indepen-
dent. Therefore, (6) can be further written as

P opt
out = Pr

[
max

i=1,...,L
min{γS,i,1, γi,D,2} < γth

]

=
L∏

i=1

Pr
[
γ

(i)
min < γth

] (8)

where γ
(i)
min = min{γS,i,1, γi,D,2}, i = 1, ..., L. For all i,

γS,i,1 and γi,D,2 are independent exponential random variables
with mean γ1 and γ2, respectively. Then

Pr
[
γ

(i)
min < γth

]
= 1 − exp

(
− (γ1 + γ2)γth

γ1γ2

)

= 1 − exp
(
− (σ2

1 + σ2
2)γth

(σ2
1σ2

2)γ0

) (9)

and (7) follows easily.
From Theorem 1, we can see that P opt

out ≈ ((σ2
1 +

σ2
2)/(σ2

1σ
2
2))L(γth/γ0)L for high SNR. Obviously, full

diversity-order L can be achieved by optimal routing in a two-
hop network.

A special model is the idealized linear network, where relay
clusters are equally spaced from the source to the destination.
In this model, we assume that σ2

m = 1, m = 1, ..., M . We
easily obtain the following corollary.

Corollary 1. The end-to-end outage of optimal routing for
the idealized linear network model when M = 2 is given by

P opt
out =

(
1 − exp

(
−2γth

γ0

))L

(10)

When M > 2, some of the paths are dependent, i.e., a
specific link may be shared by multiple paths. Let ωi denote
the bottleneck hop of path i, i.e., γ

r
(i)
ωi−1,r

(i)
ωi

,ωi
≤ γ

r
(i)
m−1,r

(i)
m ,m

, m = 1, ..., M . We may have γ
r
(i)
ωi−1,r

(i)
ωi

,ωi
= γ

r
(j)
ωj−1,r

(j)
ωj

,ωj
,

when i �= j . This implies that path i and path j share the
same bottleneck link. Let Υ = {γ

r
(i)
ωi−1,r

(i)
ωi

,ωi
, i = 1, ..., I}

and X represent the number of distinct elements of Υ.
Lemma 1. Υ includes at least L distinct links, that is, X ≥

L; and X = L occurs only when the bottleneck links are
either the L links in the first hop or in the last hop.

Proof: Observing the topology of the network, we can
see that a link can be shared by at most LM−2 paths. In
addition, only the links in the first hop and the last hop are
shared by LM−2 paths. Hence, at least L links are needed
to cover all I = LM−1 possible paths, that is, Υ includes at
least L distinct links, X ≥ L. X = L occurs only when the
bottleneck links are either the L links in the first hop or in
the last hop.

Lemma 2. Given X, for high SNR, the end-to-end
outage of optimal routing can be upper bounded by∏X

j=1(1/σ2
εj

)(γth/γ0)X , where εj is the hop index of the
bottleneck link.

Proof: From (6) we know that

P opt
out = Pr

[
γ

r
(i)
ωi−1,r

(i)
ωi

,ωi
≤ γ

r
(i)
m−1,r

(i)
m ,m

, γ
r
(i)
ωi−1,r

(i)
ωi

,ωi
< γth,

m = 1, ..., M, i = 1, ..., I

]

< Pr
[
γ

r
(i)
ωi−1,r

(i)
ωi

,ωi
< γth, i = 1, ..., I

]
(11)

Because there are X distinct elements in Υ , it can be further
obtained that

P opt
out <

X∏
j=1

(1 − exp(− γth

σ2
εj

γ0
)) (12)

where εj is the hop index of the bottleneck link. For high
SNR, the upper bound provided in (12) is approximated by∏X

j=1(1/σ2
εj

)(γth/γ0)X .
Theorem 2. For high SNR, the end-to-end outage of optimal

routing when M > 2 is given by

P opt
out ≈

(
1 − exp

(
− γth

σ2
1γ0

))L

+
(

1 − exp
(
− γth

σ2
Mγ0

))L

−
(

1 − exp
(
− γth

σ2
1γ0

))L(
1 − exp

(
− γth

σ2
Mγ0

))L

+ o

((
γth

γ0

)L
)

(13)
Proof: Rewrite (6) as

P opt
out = Pr

[
max

i=1,...,I
min

m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
< γth,

max
l=1,...,L

{γS,l,1} < γth

]

+ Pr

[
max

i=1,...,I
min

m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
< γth,

max
l=1,...,L

{γS,l,1} > γth, max
l=1,...,L

{γl,D,M} < γth

]

+ Pr

[
max

i=1,...,I
min

m=1,...,M

{
γ

r
(i)
m−1,r

(i)
m ,m

}
< γth,

max
l=1,...,L

{γS,l,1} > γth, max
l=1,...,L

{γl,D,M} > γth

]

(14)
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Fig. 2. Outage performance of optimal routing for different numbers of
hops, M (L = 2).

The L links in the first hop are shared by all I paths, i.e., each
is shared by LM−2 paths. Therefore, the first term in (14) is
equal to

P1 = Pr
[

max
l=1,...,L

{γS,l,1} < γth

]
(15)

because all paths are in outage with probability one if the
SNRs of all L links at the first hop, γS,l,1 , l = 1, ..., L, are
less than the threshold γth. Similarly, the L links at the last
hop are also shared by all I paths. Considering that the L
links at the last hop are independent of the L links at the first
hop, the second term in (14) is given by

P2 = Pr

[
max

l=1,...,L
{γl,D,M} < γth

]
Pr

[
max

l=1,...,L
{γS,l,1} > γth

]
(16)

It is difficult to derive the exact expression for the third term
in (14). However, in this case, the links in the first hop and
the last hop will not all be in outage. According to Lemma 1,
the number of distinct bottleneck links X must be larger than
L. Then, according to Lemma 2, for high SNR, the third term
in (14) can be written as

P3 ≈ o

((
γth

γ0

)L
)

(17)

Substituting (15-17) into (14), (13) can be obtained.
The following corollary can be proved for the idealized

linear network model:
Corollary 2. For high SNR, the end-to-end outage of optimal

routing for the idealized linear network model when M > 2
is given by

P opt
out ≈ 2

(
1 − exp

(
−γth

γ0

))L

−
(

1 − exp
(
−γth

γ0

))2L

+ o

((
γth

γ0

)L
)

(18)
Combining Theorems 1 and 2, it can be seen that optimal

routing can always achieve full diversity gain. For high SNR,
the outage performance is only related to the variances of
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O
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Fig. 3. Outage performance of optimal routing with different numbers of
relays, L, and M = 2 or 4 hops.

the channel gains of the first and the last hops, that is, σ2
1

and σ2
M . Hence, for the idealized linear network, the outage

performance remains constant with an increase in the number
of hops. However, compared to the case of M = 2, a power
gain of 2L−1 can be achieved when M > 2.

B. Simulation Results

In this subsection, we present simulation results to validate
the previous analysis. To obtain some insights, we consider the
linear network model with equally spaced relay clusters. The
target end-to-end throughput of the M-hop network is 2/M
bit/s/Hz. † We also assume ρ = 1; hence, the SNR threshold
γth = 3.

Fig. 2 presents the end-to-end outage performance of op-
timal routing for different numbers of hops, M , with L = 2
relays at each hop; both simulation and analytical results (that
is, using Corollaries 1 and 2) are presented. As demonstrated,
the analytical analysis is verified by the simulation results.
As shown in the previous subsection, optimal routing always
achieves full diversity gain (L-fold), regardless of M . This is
also demonstrated in Fig. 2. However, the value of M does
affect the power gain. On the one hand, an increase in M will
lead to a higher outage on each path; on the other hand, the
overall outage can be improved because there are more paths
available, although they are correlated. Comparing (10) and
(18) we can see that, at high SNR, a power gain of 2L−1 can
be achieved when M > 2. This is why a 1-dB gap is observed
at an outage of 10−2 in Fig. 2 between the curve with M = 2
and the one with M = 4 or 8. For low SNR, an increase in M
will lead to an increased outage. From (18) it can be seen that
the third item significantly contributes to the overall outage
for a small values of SNR; this will increase with M because
there will be more distinct paths.

Fig. 3 shows the outage performance of optimal routing
with different numbers of relays, L. Clearly, optimal routing

†Here, the distance from the source to the destination increases with an
increase in M . Hence, the end-to-end throughput decreases with an increase
in M if M-slot TDMA scheme is adopted.

Authorized licensed use limited to: CityU. Downloaded on April 8, 2009 at 02:35 from IEEE Xplore.  Restrictions apply.



848 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO. 2, FEBRUARY 2009

can always achieve full diversity gain, and the performance
gap between M = 2 and M = 4 increases with L. This is
because a power gain of 2L − 1 is achieved when M > 2 for
high SNR.

C. Implementation Issues

As shown above, optimal routing can always achieve
full diversity. This approach can be used when a central
controller is available. The central controller will collect the
channel gains on all of the Q = (M − 2)L2 + 2L links
and select the path that has the largest bottleneck-link SNR.
The optimal path can be found using the Viterbi algorithm.
The L relays in each cluster can be treated as L states; the
algorithm moves forward to a new set of states (relays in
hop m + 1) by combining the metric (Maxmin SNR) of a
possible previous state (relays in hop m) with the incremental
metric of the transition (channel gains from relays in hop
m to relays in hop m + 1) and chooses the best. After
arriving at the destination, the algorithm will trace back and
output the survivor path (optimal path). The total number of
comparisons is 2(M − 2)L2 − (M − 4)L − 1. The detailed
algorithm is described as follows:
Let γ

(m,l)
min indicate the Maxmin SNR of the optimal path

to nodes l of relay cluster m;

Let ind
(m,l)
min indicate the index of the relay node, which is

in relay cluster m − 1, and which is in the optimal path
to nodes l of relay cluster m;
Find the optimal path
For m = 1 : M

If m == 1
For l = 1 : L

γ
(1,l)
min = γs,l,1; ind

(1,l)
min = S;

End Loop
Elseif 1 < m < M

For l = 1 : L

{γ(m,l)
min , ind

(m,l)
min } =

max
k=1,...,L

{min{γ(m−1,k)
min , γk,l,m}};

End Loop
Else

{γ(M,D)
min , ind

(M,D)
min }

= max
k=1,...,L

{min{γ(M−1,k)
min , γk,D,M}};

End Loop
Trace-back the optimal path

rM−1 = ind
(M,D)
min ;

For m = 3 : M

rM−m+1 = ind
(M−m+2,rM−m+2)
min ;

End Loop
Output the optimal path {S, r1, ..., rM−1, D}

IV. AD-HOC ROUTING

The end-to-end outage is minimized with optimal routing;
however, it requires the CSI of all (M − 2)L2 + 2L links
and a joint optimization of all LM−1 paths. With a large L
or M , this will require a significant amount of feedback and
a high complexity level. To reduce the amount of required

information, in this section, we propose an ad-hoc routing
strategy in which the relay selection is performed in a per-hop
manner. We first present the ad-hoc routing algorithm and its
outage analysis. Then, we provide simulation results to verify
the theoretical analysis.

A. Routing Algorithm and Outage Analysis

In the first M − 2 hops, only the best relay is selected to
forward the packet in each hop, that is, the relay with the
highest received SNR, γr∗

m−1,l,m, is selected. Hence, at hop
m = 1, ..., M−2, r∗m = arg max

l=1,...,L
{γr∗

m−1,l,m} , where r∗m−1

is the relay chosen at hop m− 1 (let r∗0 = S). Obviously, L-
fold diversity gain is achieved at each hop. The last two hops
are different. There is only one receiver (the destination node)
in the last hop; if the relay selection in the (M − 1)-st hop
is only based on the channel in the (M − 1)-st hop, then
there is no diversity gain in the last hop. So, a joint selection
is needed in the last two hops in order to guarantee L-fold
diversity gain. At hop M−1, instead of selecting the path with
the largest γr∗

M−2,l,m, a joint selection should be performed,
i.e., r∗M−1 = arg max

l=1,...,L
min(γr∗

M−2,l,M−1, γl,D,M ). We will

show that in this way the full diversity gain can be achieved.
The details are summarized below.

Ad-hoc Routing:
Given L and M , let r∗m denote the index of the relay node
selected at the m-th hop, m = 1, ..., M − 1.
Initialization: r∗0 = S
Recursion:
For m = 1 : M − 2

r∗m = arg max
l=1,...,L

{γr∗
m−1,l,m};

End loop
r∗M−1 = arg max

l=1,...,L
min(γr∗

M−2,l,M−1, γl,D,M )

Output the optimal path {r∗m}
Theorem 3. For high SNR, the end-to-end outage of ad-hoc

routing is

P ad
out ≈

(
M−2∑
m=1

1
σ2L

m

+
(

1
σ2

M−1

+
1

σ2
M

)L
)(

γth

γ0

)L

(19)

Proof: In ad-hoc routing, the relay selection at each hop
is independent of every other hop. Therefore, the end-to-end
outage can be written as

P ad
out = 1 −

M−1∏
m=1

(1 − P ad
out,m) ≈

M−1∑
m=1

P ad
out,m (20)

where P ad
out,m is the outage probability in the m-th hop, m =

1, ..., M−1. The final approximation comes from the fact that
the products P ad

out,m1
P ad

out,m2
, m1 �= m2, are small compared

to P ad
out,m1

, and, to first-order, we can ignore them. Then, it
is easily shown that

P ad
out,m =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
1 − exp(− γth

σ2
mγ0

)
)L

, m = 1, ..., M − 2

1 − exp
(
− (σ2

M−1 + σ2
M )γth

(σ2
M−1σ

2
M )γ0

)L

, m = M − 1

(21)
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Fig. 4. Outage performance of ad-hoc routing with different numbers of
hops, M (L = 2).

Substituting (21) into (20) and applying the high-SNR approx-
imation, (19) is obtained.

For the idealized linear network, the following corollary is
easily proved.

Corollary 3. For high SNR, the end-to-end outage of ad-hoc
routing for the idealized linear network is

P ad
out ≈ (M − 2 + 2L)

(
γth

γ0

)L

(22)

From Theorem 3 it can be seen that ad-hoc routing can
also achieve full diversity gain. However, in contrast to optimal
routing, the outage of ad-hoc routing is related to the variances
of the channel gains of each hop. For the idealized linear
network, this means that the outage performance increases
linearly with the number of hops, M . Compared with the
performance of optimal routing, when M is small, ad-hoc
routing has an outage performance that is close to that of
optimal routing; the performance gap, however, increases with
an increase in the number of hops, M .

B. Simulation Results

In this subsection, we present simulation results for ad-
hoc routing with different numbers of hops and relays for
medium-to-high SNR. The same simulation environment as
in Section III-B is adopted. Fig. 4 presents the analytical
and simulation results for the end-to-end outage performance
of ad-hoc routing with different numbers of hops, M , using
L = 2 relays at each hop; Excellent agreement can be
observed for M = 2, 4, and 8. As demonstrated in the previous
subsection, ad-hoc routing always achieves full diversity gain
(L-fold), regardless of M . This is clearly shown in Fig. 4. The
value of M affects the power gain; in particular, the outage
increases linearly with an increase in M .

Fig. 5 shows the outage performance of ad-hoc routing with
different numbers of relays, L. Clearly, ad-hoc routing can
always achieve full diversity gain. For the same L, increasing
the number of hops M will linearly increase the outage. An
interesting observation is that the performance gap between
M = 4 and M = 8 decreases with an increase in L. The
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Fig. 5. Outage performance of ad-hoc routing with different numbers of
relays, L, and M = 4 or 8 hops.

reason is that the power gain is M − 2 + 2L, so the term, 2L,
will dominate when we increase the number of relays L in
each hop for a fixed M .

C. Implementation Issues

In ad-hoc routing, at each hop the best relay is selected
based on the received SNRs, or equivalently, the measured
channel gains. It can be implemented in a centralized way or
in a distributed way. If a central controller is available (such
as a base station in a cellular network or an access point in
a mesh network), it can collect all the CSI and then assign
the transmissions. In the case where a central controller is not
available, ad-hoc routing can also be performed in a distributed
way. In [30] a distributed relay selection algorithm is proposed
where each relay sets a timer based on its measured channel
gain. The larger the channel gain, the shorter the timer should
be. In this way, the timer of the relay with the best channel
will expire first. That relay then sends a flag signal. All other
relays, while waiting for their timer to reduce to zero, are
in listening mode. As soon as they hear the flag signal, they
back off. This method requires that all the relays can hear
each other.

The algorithmic complexity of ad-hoc routing comes from
the relay selection at each hop. If it is implemented in a central
controller, L − 1 comparisons are needed in the first M − 2
hops, and the last hop needs 2L − 1 comparisons. Thus, the
total number of comparisons is M(L−1)+1. Compared with
optimal routing, ad-hoc routing is much less complex.

V. N -HOP ROUTING

Ad-hoc routing can be easily implemented in a distributed
way because the routing is performed in a per-hop manner
and only L-link information is required at each hop. However,
compared to optimal routing, the performance loss increases
with the number of hops. To achieve a better tradeoff between
performance and complexity, N -hop routing is proposed. In
N -hop routing, the M hops are divided into non-overlapping
groups. Each group includes N hops, and optimal routing is
performed in each group.
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In this section, we first present the N -hop routing algorithm
and its outage analysis. Then, we show some simulation results
to verify the theoretical analysis. Implementation issues are
discussed in the last subsection.

A. Routing Algorithm and Outage Analysis

In N -hop routing, the neighboring N hops are grouped
together. The relay nodes in a group exchange their
CSI and the optimal routing algorithm is performed in
each group to find the best path in this group. In this
way, the optimal path is selected every N hops, i.e.,
ind∗t = max

i=1,...,wt

min
m=(t−1)N+1,...,tN

{
γ

r
(i)
m−1,r

(i)
m ,m

}
, where wt

is the number of paths at the t-th step, t = 1, ..., 	M/N
.
Notice that r

(i)
(t−1)N = r

(ind∗
t−1)

(t−1)N , i = 1, ..., wt, where r
(ind∗

t−1)

(t−1)N
is the last relay on the path ind∗t−1. The details are presented
below.
N -hop Routing:
Given L,M and N , let T = 	M/N
.
Initialization:

r
(i)
0 = S and r

(i)
M = D, ∀i

Recursion:
For t = 1 : T

Generate all the wt paths;

ind∗t = arg max
i=1,...,wt

min
m=(t−1)N+1,...,tN

{
γ

r
(i)
m−1,r

(i)
m ,m

}
,

r
(i)
(t−1)N = r

(ind∗
t−1)

(t−1)N ;

R∗
t = {r(ind∗

t )
m }, m = (t − 1)N + 1, ..., min(tN, M).

End loop
Output the optimal path {R∗

1, ..., R
∗
T }.

Theorem 4. If M − (T − 1)N = 2, for high SNR, the end-
to-end outage of N -hop routing is

PN−hop
out ≈

(
T−1∏
t=1

1
σ2L

(t−1)N+1

+
(

1
σ2

M−1

+
1

σ2
M

)L
)(

γth

γ0

)L

(23a)
otherwise

PN−hop
out ≈

(
T∏

t=1

1
σ2L

(t−1)N+1

+
1

σ2L
M

)(
γth

γ0

)L

(23b)

where T = 	M/N
.
Proof: The end-to-end outage for N -hop routing can be

written as

PN−hop
out = 1 −

T∏
t=1

(
1 − PN−hop

out,t

)
≈

T∑
t=1

PN−hop
out,t (24)

where PN−hop
out,t is the outage for the t-th step. For t =

1, ..., T − 1, the optimal path is selected in an N -hop sub-
network (notice that at the last hop (N -th hop) of this
subnetwork there are L relay nodes in total, instead of one
node (destination node) at the last hop of optimal routing in
Sec. III). Following a similar derivation to that for optimal
routing, the outage at the t-th step can be obtained as

PN−hop
out,t =

(
1 − exp

(
− γth

σ2
(t−1)N+1γ0

))L

, t = 1, ..., T−1.

(25)

Theorems 1 and 2 can be applied to the last step, i.e., t = T ,
if M − (T − 1)N = 2, giving

PN−hop
out,T =

(
1 − exp

(
− (σ2

M−1 + σ2
M )γth

(σ2
M−1σ

2
M )γ0

))L

(26a)

otherwise

PN−hop
out,T =(
1 − exp

(
− γth

σ2
M−N+1γ0

))L

+
(

1 − exp
(
− γth

σ2
Mγ0

))L

−
(

1 − exp
(
− γth

σ2
M−N+1γ0

))L(
1 − exp

(
− γth

σ2
Mγ0

))L

+ o

((
γth

γ0

)L
)

(26b)
Combining (24-26) and applying the high-SNR approxima-
tion, (23) is obtained.

We can also prove the following corollary.
Corollary 4. For high SNR, the end-to-end outage of N -hop

routing for the idealized linear network model is

P N−hop
out ≈

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
T − 1 + 2L

)( γth

γ0

)L

if M − (T − 1)N = 2

(T + 1)

(
γth

γ0

)L

otherwise

(27)
where T = 	M/N
.
From Theorem 4 it can be seen that N -hop routing also

achieves full diversity gain. When T = 1, N -hop routing
reduces to optimal routing. With an increase in T (or a
decrease in N ), the performance gradually deteriorates and
approaches that of ad-hoc routing.

B. Simulation Results

In this subsection, we first present simulation results to
verify the outage analysis. Then, we discuss the effect of the
parameters M, N , and L on the outage performance. The same
simulation environment is adopted as in the simulations for
optimal routing and ad-hoc routing.

Fig. 6 presents the end-to-end outage performance of N -
hop routing for different values of N with M = 16 hops and
L = 2 relays at each hop. Theorem 4 provides a high-SNR
approximation of the end-to-end outage. As shown in Fig. 6,
a perfect match can be observed for all the N values when
the SNR is large. As demonstrated in the previous subsection,
N -hop routing always achieves full diversity gain (L-fold),
regardless of M and N . This is also clearly observed in Fig.
6. However, the value of N does affect the power gain. The
cases with N = 4 and N = 8 hops outperform the case
with N = 2 by 1.5-dB and 3-dB, respectively, at the expense
of more communication overhead and a more complex path
search.

In N -hop routing, the number of hops in each group
determines the tradeoff between outage performance and al-
gorithmic complexity. Increasing N will improve the outage
performance, although more channel information exchange
is required and a higher algorithmic complexity is expected.
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Fig. 6. Outage performance of N -hop routing with different values of N
when L = 2 and M = 16.

Decreasing N will make the algorithm easier to implement,
but the performance will deteriorate. An appropriate N should
be selected to achieve a good performance-complexity trade-
off. The following two remarks quantify the performance
improvement (or degradation) with an increase (or decrease)
in N .

Remark 1: With fixed L and sufficiently large M , doubling
the value of N will roughly improve the outage performance
by (10/L)log10(2) dB and the performance improvement will
remain the same with an increase in M . ∗

From Theorem 4, we know that the performance gap
between N = 2 and N = 4 is

Δγ0 =
10
L

log10

(
(M/2) − 1 + 2L

(M/4) + 1

)
(28)

and the performance gap between N and 2N , where N > 2,
is

Δγ0 =
10
L

log10

(
(M/N) + 1
(M/2N) + 1

)
(29)

With fixed L and sufficiently large M , (28) and (29) can both
be approximated by (10/L)log102. Hence, a rough rule-of-
thumb is that the performance improves as (10/L)log102 dB
with a doubling in the value of N ; and, this performance
improvement is the same for different M . Thus, for L = 2,
doubling the number of hops in each group will improve the
performance by 5log102 = 1.5 dB. This can be observed
in Figs. 6 and 7. In Fig. 6, for L = 2, the performance
improvements with a doubling in N for N = 2 and for N = 4
are both 1.5-dB. From Fig. 7, we can see that the performance
improvements from N = 2 to N = 4 with M = 8 or M = 16
are also both 1.5-dB when L = 2.

Remark 2: With fixed M and N > 2, the performance
improvements when doubling the value of N will decrease
with an increase in L. For N = 2, however, the performance
improvements may increase with an increase in L.

From (29), we can see that an increase in L will degrade the
performance improvement when doubling N if N > 2. For

∗For convenience, in the following discussion, we assume N = 2n and
M = 2m, where n and m are integers.
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Fig. 7. Outage performance of N -hop routing with different values of L
and N (M = 8 or 16).

the case of N = 2, the performance improvement (28) can
be approximated by 10log102 dB for fixed M and sufficiently
large L. In Fig. 7, with M = 8, the performance gap between
N = 2 and N = 4 is 1.5-dB for L = 2; and it increases to
2.2-dB when L = 6. Therefore, there is no need to have more
than 4 hops in a group when L is large because the additional
performance improvement is negligible.

C. Implementation Issues

In N -hop routing, the entire network is divided into T
groups. In each group, optimal routing is performed. Specifi-
cally, in each group, a local central controller will collect all
the channel gains in the group, and then the optimal routing
algorithm will be performed to find the best path in this group.
For the first T −1 groups, the channel gains of L+(N−1)L2

links are required and the number of comparisons in each
group is 2(N − 1)L2 − (N − 2)L − 1; for the last group,
the channel gains of 2L + (N − 2)L2 links are required and
the number of comparisons is 2(N − 2)L2 − (N − 4)L − 1.
A good performance and complexity tradeoff is achieved by
N -hop routing.

VI. COMPARISON OF ROUTING ALGORITHMS

In this section, we compare the outage, algorithmic com-
plexity, and communications overhead of optimal, ad-hoc, and
N-hop routing for different values of M, L, and N .

A. Outage in Idealized Linear Networks

In this subsection, we compare the performance of the three
routing strategies in the idealized linear network. In Fig. 8, we
present an outage comparison of optimal, ad-hoc, and N -hop
routing in a 4-hop network. With N -hop routing, the best path
is selected every N = 2 hops. It can be seen that all three
routing strategies achieve the full diversity gain. Compared to
ad-hoc routing, a 2-dB power gain is observed with optimal
routing at an outage of 10−2 when L = 2, and this gain
increases to 3-dB when L = 3. The outage performance
of N -hop routing is similar to that of ad-hoc routing. From
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Fig. 8. Outage performance of optimal routing, ad-hoc routing and N -hop
routing (N = 2) with different values of L in idealized linear networks
(M = 4).
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Fig. 9. Outage performance of optimal routing, ad-hoc routing and N -hop
routing when M = 16 and L = 2 in idealized linear networks.

Theorems 3 and 4 we know that the power gain difference of
these two strategies is (2 + 2L)/(1 + 2L) when M = 4 and
N = 2, which is very small and will diminish further with
increasing L.

With an increase in M , the performance gain of N -hop
routing over ad-hoc routing can be clearly observed. As shown
in Fig. 9, in a 16-hop network, the performance gaps of these
three routing strategies are significantly increased compared
to the 4-hop case. For example, 4.5-dB and 2.5-dB gains can
be achieved by optimal routing and N -hop routing (N = 4)
over ad-hoc routing at an outage of 10−2, respectively. For
N -hop routing, the performance is greatly improved with an
increase in N ; however, the required amount of information
and complexity level also increase.

Fig. 10 shows the effect of the number of hops, M , on
the outage performance of these three strategies. Clearly,
optimal routing maintains the same outage performance with
an increase in M , as was demonstrated in Fig. 2; however, the
performance of both ad-hoc and N -hop routing deteriorates.
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Fig. 10. Outage performance of optimal routing, ad-hoc routing and N -
hop routing with different numbers of hops, M , in idealized linear networks
(L = 2).

As (22) and (27) show, the end-to-end outage of both routing
strategies increase with M .

In summary, we have shown that, in an M -hop network
with L relays at each hop, all three proposed routing strategies
can achieve full diversity gain; the power gain, however, is
different. The performance gap between optimal routing and
ad-hoc routing (or N -hop routing) increases with the number
of hops, M , and the performance of N -hop routing can be
significantly improved with an increase in N . A rule of thumb
is that doubling the value of N will roughly improve the
outage performance by (10/L)log10(2) dB. The performance
improvement decreases with an increase in L and roughly
remains the same as an increase in M .

B. Outage in Random Networks

In this subsection, we consider a one-dimensional random
network. We assume that the source and the destination are lo-
cated at (0,0) and (0,dmax), respectively. The relay clusters are
uniformly distributed between the source and the destination.
The outage performance is averaged over 500 random network
realizations. In the simulation, the noise power is normalized
to one and the path-loss exponent equals four. As in [31], the
transmitting power is normalized by Pmax, where Pmax is the
transmit power required for the source and the destination to
achieve a given spectral efficiency Rb in direct transmission
without shadow and Rayleigh fading. As shown in Fig. 11,
we can make the same conclusions as applied to the idealized
linear network. As we have analytically demonstrated, large-
scale fading does not change the diversity order. The routing
strategies achieve the same diversity order and the power
gains are different. In particular, the power gain of optimal
routing is only determined by the variances of the channel
gains of the first and the last hops. The power gain of ad-hoc
routing, however, is related to the variances of the channel
gains of each hop. For N -hop routing, the power gain is
determined by the variances of the channel gains of hop
iN + 1, i = 0, 1, ..., �M/N�, and hop M .
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Fig. 11. Outage performance of optimal routing, ad-hoc routing and N -hop
routing (N=2) in random networks with M = 8 (L = 2).

C. Outage with Spatial Reuse

In this subsection, we adopt spatial reuse to improve the
spectral efficiency. In particular, a K-slot TDMA scheme
[27],[32], 2 ≤ K ≤ M , where two nodes separated by K
hops can transmit during the same time slot, is employed. We
let K = 4 for a M = 8 hop idealized linear network. This
means that two nodes separated by 4 hops can transmit during
the same time slot and they will interfere with each other. We
compare the performance of three routing strategies with and
without spatial reuse. Without spatial reuse, i.e., K = 8, only
one node is allowed to transmit during any particular time slot.
The same target end-to-end throughput is required for these
two schemes. Hence, for K = 4, γth = 1; when K = 8,
γth = 3.

As shown in Fig. 12, when the SNR γ0 is small, significant
performance gains can be achieved by spatial reuse. The
reason is that, for small γ0, the noise power is much larger than
the interference power, i.e., the interference can be ignored. In
this case, the three routing strategies all significantly benefit
from spatial reuse. As shown in Fig. 12, a 4-dB power gain
is obtained by spatial reuse at an outage of 10−2. We also
notice that the relative performance gaps of the three routing
strategies are similar with and without spatial reuse. With an
increase in γ0, the interference power will dominate the signal
to noise plus interference ratio. In this case, as expected, the
outage will not decrease with an increase in γ0, that is, error
floors will occur. As shown in Fig. 12, all three strategies
suffer from error floors when γ0 > 20 dB.

D. Complexity Comparison

Optimal routing has superior performance compared with
N -hop routing and ad-hoc routing. However, optimal routing
requires the CSI of all 2L + (M − 2)L2 links to find the
optimal path. With a large number of relays or hops, optimal
routing requires a significant amount of information feedback
and is highly complex as discussed in Section III; this makes
it impractical for large-scale networks. In contrast, ad-hoc
routing only requires the CSI of L links at each hop (2L links
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Fig. 12. Outage performance of optimal routing, ad-hoc routing and N -hop
routing (N=2) with spatial reuse, M = 8 and L = 2 in idealized linear
networks.

at the joint selection of the last two hops) and M(L− 1)− 1
comparisons to perform the routing strategy. With M = 8 hops
and L = 4 relays in each hop, the number of comparisons
required by ad-hoc routing is 25, which decreases 86% com-
pared with the 175 comparisons required by optimal routing.
Because the relays (or paths) are selected hop by hop, it can
be easily implemented in a decentralized way. N -hop routing
is a tradeoff between optimal routing and ad-hoc routing. It
requires the CSI of L + (N − 1)L2 links (2L + (N − 2)L2

links at the last step) and the optimal path selection over N
hops. With M = 8 hops, L = 4 relays in each hop, and N = 2
hops in each group, the number of comparisons required by N -
hop routing is 100, which decreases 43% compared with that
of optimal routing. The comparisons of these implementation
issues are summarized in Table 1.

VII. CONCLUSIONS

In this paper, we investigated routing strategies in an M -
hop network with L relays at each hop, with the objective
of minimizing the end-to-end outage. We demonstrated that
optimal routing can achieve full diversity order, and the power
gain is only determined by the variances of the channel gains
of the first and the last hops. This means that, for an idealized
linear network, the performance of optimal routing does not
deteriorate when the number of hops, M , increases. Despite
its superior performance, optimal routing requires the CSI of
all the links and a joint optimization over LM−1 paths. To
reduce the amount of information and the complexity level,
ad-hoc routing was proposed, in which the relay selection is
performed in a per-hop manner. Only L-link information is
needed at each hop, and only M(L − 1) comparisons are
required to perform the routing. It was shown that ad-hoc
routing can also achieve full diversity gain. However, the
power gain of ad-hoc routing is determined by the variances of
the channel gains of each hop. Hence, for an idealized linear
network, the performance gap between optimal routing and
ad-hoc routing increases with the number of hops. To achieve
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TABLE I
COMPLEXITY COMPARISON OF THREE ROUTING STRATEGIES

Routing Strategy Number of Comparisons Required Channel Information
Optimal 2(M − 2)L2 − (M − 4)L − 1 (M − 2)L2 + 2L links
Ad-hoc M(L − 1) + 1 L links in the first M − 2 hop and 2L in M − 1 hops

N -hop 2L2(M − T − 1) + L(2T − M + 2) − T
L + (N − 1)L2 links in the first T − 1 groups

2L + (N − 2)L2 in the last group

a good performance-complexity tradeoff, N -hop routing was
proposed, in which a joint optimization is performed every N
hops. The outage analysis of these three routing strategies was
verified through simulations. The analysis of the performance
loss and implementation complexity of ad-hoc routing and N -
hop routing compared to optimal routing was also provided
for the proper choice of routing strategies and parameters.
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