Moreover, E,),[azcz] is made of terms of the kind
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Whenever the map producing the spreading sequence is piecewise
affine [4] a systematic tensor-based computation yields analytical
expressions for the preceding terms. In particular, we may consider
the family of the so-called (n, f)-tailed shifts that are known to produce
spreading sequences that are optimal in reducing multiple access
interference when bit error probability is the merit figure.

When these map are quantised to give zero-mean symbols we have
E[ysy1=" and BLybyf iy =/""Y if j<k<land r=—1/(n—1)
is linked to the geometrical feature of the map.

Average performance: Exploiting these expressions for all the neces-
sary correlations we arrive at a computable form for E.,[D(2)] as a
function of N and r. This allows us to investigate the performance of
different choices in the family of the (n, f)-tailed shifts.

Note that the statistical behaviour of an (n, 0)-tailed shift (»=0) is
indistinguishable from that of a generator of i.i.d. sequences. Since i.i.d
is the case that most of the common methods for sequence generation
aim at approximating, we will use it as a reference.

In Fig. 1 we set N=7 and report the behaviour as a function of
of the three non-trivial coefficient E.[o], E;[05], and E o] that
control the dependence of E.,[D(2)] on p. To highlight the gain with
respect to the i.i.d. case, the plots are normalised with respect to their
value for r=0.

1.04r

Fig. 1 Gain in E.[oy], E.[o3], and E.[e,] over iid. spreading
sequences against correlation decay for N=7
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Fig. 2 Trend of optimum correlation decay against N

Note that all the coefficients feature an absolute maximum gain
greater than 1 for a strictly negative ». Hence, maximum performance is
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always achieved for negatively correlated spreading sequences though
the exact value of » for which maximum performance is achieved may
vary with p.

It is now interesting to investigate how the optimal sequence choice
behaves for large N. To this aim we plot in Fig. 2 the values of r
maximizing E_[o], E;\[o3], and E[o4] for increasing values of N.
Note how absolute maxima tend to accumulate in a neighbourhood of
r=—2+4+/3=-0.268 which is known to optimise performance also
when bit error rate is the merit figure [1].

This indicates that, for large N, the best choice for spreading
sequences is actually independent of p and entails a decay regulated
by —2 4 +/3 which therefore seems to play a special role for asynchro-
nous DS-CDMA systems.
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Closed-loop MIMO architecture based on
water-filling

Lin Dai, Shi-dong Zhou, Hai-ruo Zhuang and Yan Yao

A novel closed-loop MIMO architecture is proposed, in which channel
state information is fully utilised to maximise channel capacity.
Simulation results show that compared with V-BLAST, it can achieve
much better performance while maintaining the same high spectral
efficiency. Nearly 5 dB gain can be provided by this new architecture
over V-BLAST.

Introduction: Recent information-theoretic studies have shown that
substantial capacity gain can be provided by multiple-input multiple-
output (MIMO) systems in a quasi-static flat Rayleigh-fading environ-
ment owing to extra degrees of freedom available within a MIMO
channel [1]. An approach for exploiting this capacity potential has
been proposed, known as Bell LAb vertical layered Space-Time
architecture (V-BLAST) [2]. In V-BLAST systems, parallel data
streams are simultaneously transmitted through multiple antennas in
the same frequency band, and separated at the receiver according to
their distinct spatial signatures with interference rejection and cancel-
lation techniques. It has gained much attention owing to its high
spectral efficiency and reasonable complexity. However, V-BLAST
operates in an open loop, i.e. without channel knowledge at the
transmitter. Better performance can be expected provided that channel
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state information (CSI) is utilised to shape the transmission wave-
forms. Motivated by this idea, in this Letter we develop a novel closed-
loop MIMO architecture (c-MIMO) that is proved to be optimal in
terms of channel capacity. It is shown that compared with V-BLAST,
¢-MIMO can maintain the same high spectral efficiency, but achieve
much better performance owing to more effective transmission power
allocation and diversity gain.

Channel model: We assume that the channel is quasi-static and flat.
Each element of the channel gain matrix H is modelled as an
independent complex Gaussian random variable with zero mean and
unit variance per dimension. The noise is assumed to be complex
Gaussian distributed with zero mean and variance 2 per dimension.
The following notations will be used throughout this Letter:
* transpose conjugate, ' tranpose, I, the n x n identity matrix, bold
lower case letters for vector, and bold upper case letters for matrix.

System description: The block diagram of our MIMO architecture is
shown in Fig. 1. At the transmitter, the information is split into m
parallel data streams and encoded separately. After being modulated,
those streams are multiplied by a linear transformation matrix
KeC”™ "™ and then transmitted through m antennas. The total
transmission power is assumed to be P, regardless of m. At the
receiver, maximum likelihood decision (MLD) is adopted to achieve
optimum performance. It can be seen that our c-MIMO architecture
has the similar transmit structure as V-BLAST. However, we add a
linear transformation K before transmission. The design of K is based
on the water-filling principle that has been proved to maximise
channel capacity when the channel is known at both the transmitter
and the receiver [3].

transmitter
channel s finear
coding :D modulator :o transformation
K

receiver

maximum ° channef
likelihood :{){ demodulat;H e E=)Pis
detection 9

Fig. 1 Block diagram of our novel architecture

b

Design for K: Let s=[sq, 51,..., Sm—1], represent the modulated
symbol vector, where s;’s are independent symbols with equal power
P,/m. The transmitted symbol vector is then x=K-s, and its
covariance matrix is

Q, = KQK*, where Q = E[ss*] = diag(P,/m) )

Q, should also satisfy the average power constraint. Therefore K is
requested not to change the trace of Q.

By the singular value decomposition theorem, He C"*™ can be
written as H=UAV* where the columns of U and V are eigenvectors
of HH* and H*H, respectively. The diagonal entries of A are square
roots of the eigenvalues of HH*. Thus we have

1 A
C = log det(I, + ;HQIH*) = log det(I, + AQA")

where
Q= J—EV*KQK*V ©)
From [3] we know that, when
Q =disgu— i) and 34, =Pfoi=p )
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r=1
max C = 3-(log(u;)" @)

where a* denotes max{0, a}. r is the rank of H. /s are eigenvalues of
HH*.
Substituting (1) and (3) into (2) yields

KK* = VDV* &)
where
D = diag(m(u — 27")/p)" 6)

It is pointed out that the solution K of (5) is not unique. Let W be an
arbitrary unitary matrix, then K can be written as

K=VD?w 7 -

It can be proved that (7) satisfies the constraint condition #(Q) = t+(Q).
Therefore, according to (7) we can design the linear transformation K to
maximise channel capacity:

It is pointed out that although the channel capacity is maximised as
fong as W is a unitary matrix, W should be carefully selected for
particular coding and modulation since the error performance depends
on W. In this Letter, we search the optimal W to minimise the pairwise
error probability, namely, to maximise the minimum distance between
received vectors.

Performance results: In this Section, we evaluate the performance of
¢-MIMO and compare it with V-BLAST. To make a fair comparison,
in our simulations we assume that MLD is also adopted in V-BLAST
instead of interference rejection and cancellation. For simplicity, we
limit the results in this Section to the case of uncoded QPSK
modulation with m=2 and n=2, although ¢c-MIMO applies to
R-ary PSK with m transmitting antennas and n receiving antennas
in general. Obviously c-MIMO achieves the same spectral efficiency
as V-BLAST, namely, 4 bit/s/Hz. As aforementioned, H is considered
as constant over a frame, and varies from one frame to another. Each
frame consists of 130 transmissions out of each transmit antenna [4].

Fig. 2 shows the frame error rate (FER) performance of c-MIMO and
V-BLAST. For comparison, we also provide their corresponding results
of capacity limit, i.e. the curves of outage probability against SNR for a
capacity of 4 bit/s/Hz. It can be observed that c-MIMO performs
within 5 dB of the closed-loop capacity limit, which is rather striking
since this is obtained without coding. Even better performance can be
expected if a powerful code is adopted in c-MIMO, such as turbo code.
In contrast, V-BLAST has much worse performance. c-MIMO outper-
forms V-BLAST by 3.2 dB at the FER of 0.10. For the FER of 0.01, the
performance gain increases to 5.2 dB.

-6~ ¢-MIMO
L2 -5~ V-BLAST
\b\u €~ closed-loop capacity
o 10-M \\ N £+ open-loop capacity
s o\
S AR
[} Q N\
E L
£ ) Y
A
A
w \
10 ok

0 12 14 16 18 20 22 24 26 28

SNR, dB

Fig. 2 Comparison of FER performance of c-MIMO and V-BLAST (with
MLD)

Conclusion: We have presented a spectral efficient closed-loop
MIMO architecture, ¢-MIMO, in which channel capacity is maxi-
mised. It is shown that c-MIMO cannot only achieve high spectral
efficiency, but also provide remarkable error performance.
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COFDM performance evaluation in
outdoor MIMO channels using space/
polarisation-time processing techniques

A. Doufexi, M. Hunukumbure, A. Nix, M. Beach and
S. Armour

Outdoor physical layer performance results are presented for a
proposed 4G coded orthogonal frequency division multiplexing
(COFDM) system. The transceiver employs space-time processing
and results are obtained using measured wideband MIMO channels.
Gains as high as 10.5 dB are observed using 2Tx and 2Rx antennas for
1/2 rate coded QPSK at a PER of 1072 Additionally, results are
compared for spatial and polarisation diversity.

Introduction: The combination of coded orthogonal frequency divi-
sion multiplexing (COFDM) and multiple input multiple output
(MIMO) signal processing is an attractive candidate for 4G wireless
systems, as both space-time diversity and coding gain can be readily
obtained. In this Letter we investigate the application of Alamouti’s
block coding scheme [1] to a COFDM system with the aid of
measured MIMO channel data.

In [2], COFDM employing space-time block codes (STBC) was
proposed as a potential 4G cellular standard and key-link parameters
were specified. Table 1 of this Letter summarises these parameters. The
individual carriers were modulated using BPSK, QPSK, or 16QAM
with coherent detection. The channel encoder consisted of a 1/2 rate
mother convolutional code and subsequent puncturing. The different
transmission modes (comprising various coding and modulation
schemes) were selected by a link adaptation scheme. It was assumed
that two antennas were used in both the transmitter and the receiver. In
this Letter, measured MIMO channel data is utilised to evaluate the
performance of the proposed 4G space-time coded COFDM system.

Table 1: COFDM parameters for 4G

Parameter Values

Operating frequency 2 GHz
Bandwidth (B) 4096 kHz

Useful symbol duration (7) 62.5 pus

Guard interval duration (7,) 15.625 us (7/4)
78.125 ps (with T,=T/4)

Punctured 1/2 rate
convolution code, {133, 171} octat

FFT size 256
Sub-carrier spacing (Ay) 16 kHz

Total symbol duration (Tyymper)

Channel coding
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MIMO channel characterisation: An outdoor field trial campaign in
the 2 GHz band was conducted in Bristol (UK) using a wideband
channel sounder [3]. A 4 x 8 MIMO configuration was used in the
trials, with dual polarised antenna elements employed at both transmit
and receive ends. The transmit station was roof-top mounted, whilst a
vehicular installation was employed for the receiver supporting both
short drive and stationary measurements [3].

A high degree of decorrelation among the constituent MIMO
channels is a prerequisite for achieving maximum diversity gains
with block coding. Furthermore, for COFDM systems it is critical to
have a long rms delay spread in the channel profile in order to obtain
sufficient frequency diversity. The non-line of sight (NLOS) slow
moving measurements from this urban environment fulfil both of
these requirements. The correlation coefficients for these channels for
an NLOS deployment are given in Table 2 for three different combina-
tions of transmit and receive antennas. In scenario 1, the transmit
antenna ports are of opposite polarisation and also spaced 204 apart,
while the receiving ports have a spatial separation of 1.54. Scenario 2
has only polarisation diversity at both ends. In scenario 3, only spatial
diversity is employed with element separations of 204 and 0.54 at the
transmit and receive ends, respectively.

Table 2: Comparison of channel correlation for different MIMO

configurations
Correlation
Measurement rms | Txl, Tx2 | Correlation Rx1,
Scenario MIMO outdoor (ns) on Rx1 Rx2 from Tx!

Tx1=antenna 1 (+45°)

1 Sp?ce and Tx2 = antenna 2 (—45°)
polarisation 170 0.3763 0.3818
diversity Rx1=Rx antenna 1 (+45°)

Rx2 =Rx antenna 4 (+45°)

Tx1 =antenna 1 (+45°)

2 Polarisation | Tx2=antenna 1 (~45°)

o 170 | 05123 0.4866
diversity | Rx] =Rx antenna 1 (+45°)
Rx2 =Rx antenna 1 (—45°)
Tx1 =antenna | (+45°)
Tx2 =antenna 2 (+45°)
3 Space 170 | 0.4050 04106
diversity | Rx] =Rx antenna 1 (+45°)
Rx2 =Rx antenna 2 (+45°)
100
1 0~1 =
o
w
o
1072+
1073 T T T T T T T 1

SNR, dB

Fig. 1 PER performance of QPSK 1/2 rate for different scenarios
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-—&— 2Tx, 1Rx, scenario 2
—@— 2Tx, 1Rx, scenario 3
—x— 2Tx, 2Rx, scenario 1
—O— 2Tx, 2Rx, scenario 2
—+4— 2Tx, 2Rx, scenario 3
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