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Abstract—We consider a code-spread and chip-interleaved time-hopping (TH) multiple-access scheme for multiuser ultra-wideband (UWB) communications. In such a system, each user’s chip sequence is interleaved by a user-specific distinct random interleaver, and the receiver is a low-complexity chip-level iterative multiuser detector (MUD) which performs simple rake-type combining to collect the energy dispersed in multipath UWB channels. To further reduce the receiver complexity, time reversal (TR), a transmitter preprocessing technique, is also considered. When power control is employed along with TR, a single-tap receiver can be utilized which offers a desirable bit error rate (BER) performance with a significantly reduced sampling rate. Furthermore, the zigzag Hadamard (ZH) code is proposed as the low-rate code for both channel coding and spreading in the code-spread TH-UWB system. With its capacity-approaching capability and low encoding/decoding complexity, the parallel concatenated ZH code is a promising coding scheme for UWB applications.

Index Terms—Chip-interleaving, iterative multiuser detection, multiple access, time-hopping, time reversal (TR), ultra-wideband (UWB), zigzag Hadamard (ZH) codes.

I. INTRODUCTION

RECENTLY, impulse radio (IR)-based [1] time-hopping (TH) ultra-wideband (UWB) technologies for short-range high-rate multiuser wireless communications have attracted significant interests [2], [3]. For a multiuser UWB system, the capability of providing high data rate with relatively low complexity and low power consumption is the key. In a typical UWB channel, due to the rich scattering environment, the number of multipath components is on the order of several hundreds, a situation that makes the collection of the widely scattered signal components a challenging task, especially when a low-complexity receiver structure is preferred. In this paper, we consider the chip-interleaved [4]–[6] multiple-access technique for multiuser UWB systems. In this scheme, each user’s chip sequence is interleaved by a user-specific distinct random interleaver, and the receiver applies a low-complexity iterative multiuser detection (MUD) principle [7] at the chip level, where a simple rake-type combining is utilized to collect the energy dispersed in the multipath channel. To further reduce the receiver complexity, we consider the time reversal (TR) technique, which was originally employed for wideband transmission in underwater acoustics [8]–[11], ultrasound [11], [12], and spread spectrum communications [13], and was recently introduced to the field of UWB wireless communications [14] to alleviate the problem arising from a large number of multipath components. When power control is employed along with TR, a single-tap receiver can be utilized at the receiver which can offer a desirable bit error rate (BER) performance with a significantly reduced sampling rate.

In code-division multiple-access (CDMA) systems, spreading can be achieved by low-rate coding, which leads to code-spread systems [15], [16]. According to [17], low-rate code is necessary for a spectrally-efficient multiple-access system. Recently, along with the discovery of turbo codes, new low-rate concatenated codes have been proposed. In particular, it is reported in [18] that the turbo-Hadamard codes constructed from Hadamard code arrays achieve the BER of $10^{-5}$ at $E_b/N_0 = -1.2$ dB, which is only 0.39 dB away from the ultimate Shannon limit. Later on, another class of low-rate codes named zigzag Hadamard (ZH) codes and their concatenation schemes are proposed, where the component code is constructed by a highly structured zigzag graph [19] with each segment being a Hadamard codeword. The performance of PCZH codes is close to that of turbo Hadamard codes, whereas the former has much lower encoding and decoding complexity due to the simple zigzag graph structure. With these desirable features, PCZH codes are a promising candidate for code-spread TH-UWB multiuser systems.

The remainder of this paper is organized as follows. Section II describes the channel model, the time-reversal technique, and the chip-interleaved multiuser TH-UWB system. Section III presents the chip-level iterative detection scheme. Section IV treats the PCZH-coded system. Numerical results are presented in Section V. Section VI contains the conclusions.

II. SYSTEM DESCRIPTIONS

A. UWB Channel Modeling

We assume a quasi-static multipath fading channel with $L_{\text{ch}}$ tap-coefficients for each user. The $k$th user’s signal is transmitted through the multipath UWB channel with channel impulse response (CIR) $h_k(t)$ given by $h_k(t) = \sum_{l=0}^{L_{\text{ch}}-1} h_{k,l} b(t - \tau_l)$, where $h_{k,l}$ and $\tau_l$ are, respectively, the channel coefficient and the delay of the $l$th component. The standardized channel model for indoor UWB environments [20] proposed by the channel modeling subcommittee of the IEEE 802.15.3a Task Group is a modified version...
of the Saleh–Valenzuela (S–V) model [21], where the Rayleigh distribution of the channel coefficient amplitude in the S–V channel model is replaced by the log-normal distribution, and the phase is also constrained to take value of either 0 or π with equal probability which accounts for signal inversion due to reflection, resulting in a real-valued channel model. Such a UWB channel model is claimed to better match the measurements.

B. Time-Reversal Scheme

For a typical UWB channel, the spacing among multipath delays is on the order of nanoseconds, and due to the rich scattering environment the number of multipath components is on the order of several hundreds, a situation that makes the collection of energy from the widely scattered signal components a challenging task, especially given a low-complexity receiver structure is preferred.

Recently, a technique called time reversal (TR), which was originally employed in wideband transmission in underwater acoustics and ultrasound, was introduced to the field of UWB communications [14] to alleviate the problem arising from the large number of multipath components in UWB channels. The basic idea is to introduce a prefilter that is a time-reversed version of CIR to the transmitter end, which will produce an equivalent channel with most of its energy concentrated on a much smaller number of multipath components and hence significantly reduce the complexity at the receiver. With CIR $h_k(t)$, the prefilter is $h_k(\tau-t)$ which yields an effective channel $h_k^{\text{TR}}(t) \triangleq \frac{1}{\sqrt{E_{H,k}}} h_k(-\tau) * h_k(t)$, where $*$ denotes convolutional operation and the factor $(1/\sqrt{E_{H,k}})$ normalizes the transmit power with $E_{H,k} = \int |h_k(t)|^2 dt$ being the energy of the channel for the kth user. A convolution with a time-reversed signal is equivalent to an autocorrelation. For a typical UWB channel, the CIR can be viewed as a very long random code sequence like in CDMA, and the autocorrelation property of this sequence results in the time compression property of the effective TR channel, and consequently reduces the complexity at the receiver.

As shown in [14], the CIR of the effective TR channel (TR-CIR) is compressed and there is a temporal focus of energy in the center of the TR-CIR. Denote the discrete TR-CIR of the kth user as $\{h_k^{\text{TR}}\}_j$ and its central tap index as 0. Then, we have [14]

$$h_{k,k}^{\text{TR}} = \frac{1}{2\pi \sqrt{E_{H,k}}} \int_{-\pi}^{\pi} |H_k(\omega)|^2 \exp(j\omega T) d\omega$$

(1)

where $H_k(\omega)$ is the Fourier transform of $h_k(t)$ and $j \triangleq \sqrt{-1}$. And the energy of the zero tap of the TR channel is given by

$$E_{k,0}^{\text{TR}} = |h_{k,k}^{\text{TR}}|^2 = E_{H,k}.$$ 

Note that the proposed TR scheme in [14] normalizes the transmit power of the prefilter with the square root of the channel’s energy $E_{H,k}$. Hence, the energy of the main peak of the TR-CIR equals the energy of the original channel. If we go a step further and perform power control (PC) at the transmitter, i.e.,

$$h_k^{\text{TR}}(t) \triangleq \frac{1}{E_{H,k}} h_k(-t) * h_k(t)$$

(2)

we have $h_{k,k}^{\text{TR}} = 1$, which corresponds to a nonfading channel. Since the energy of the main peak is large enough, an extremely simple single-tap receiver can be utilized which can still provide desirable performance. And with a single-tap receiver, the sampling rate at the receiver can also be significantly reduced.

C. Chip-Interleaved Time-Hopping UWB System

Here, we consider an uncoded chip-interleaved time-hopping (TH) UWB system with $K$ users, as shown in Fig. 1. At the transmitter end, the nth information bit of the kth user $d_n^k \in \{+1, -1\}$, $n = 1, 2, \ldots, N_{\text{info}}$, in the input data stream $d_k$ is spread by a rate-$R_c$ repetition code. The chip sequence after spreading is then $\{b_j^k\}_{j=1}^P$, where $P = N_{\text{info}}/R_c$ is the block length of the chips. An interleaver $\Pi_k$ of length $P$ is then applied to produce $\{b_j^k\}_{j=1}^P$ which is subsequently transmitted through the channel after modulation, TH, and prefiltering. For a coded system, the rate-$R_c$ repetition code can be replaced by a low-rate channel code which yields a code-spread TH-UWB system. In Section IV, we propose to use ZH codes and their concatenated schemes for the code-spread purpose.

For clarity, here we consider only a synchronous binary pulse amplitude modulated (BPAM) system in a quasi-static TH-UWB channel. The kth user’s signal in such a system before prefiltering is given by

$$x_k(t) = \sum_{j=1}^{P} \sum_{t=0}^{N_c-1} A_k c_j^k(\bar{\pi}) b_j^k \omega(t - jT_f - iT_c)$$

(3)

where $A_k$ is the signal amplitude; $T_f$ and $T_c$ are, respectively, the TH frame duration and the chip duration; $\omega(t)$ is the transmitted pulse with unit energy, i.e.,

$$\int_{0}^{T_f} |\omega(t)|^2 dt = 1; N_c$$ is the time-hopping spreading factor;
\[ \mathbf{c}_k \triangleq \left[ c_k^0(0), c_k^1(1), \ldots, c_k^{N_c-1}(N_c-1) \right]^{T} \] is the pseudorandom time-hopping spreading sequence unique to user \( k \). For a time-hopping system, \( \mathbf{c}_k \) is an \( N_c \)-dimensional indicator vector with all the entries zeros except for \( c_k^j(s_k^j) = 1 \), where \( s_k^j \in \{0, 1, \ldots, N_c-1\} \). It is clear that such a model is equivalent to that considered in [22] and the effect of \( \mathbf{c}_k \) is to put \( b_k^j \) in the \( s_k^j \)th chip position in the \( j \)th TH frame. In this paper, we assume that \( \{s_k^j\}_{j=0}^{\infty} \) are randomly generated with the uniform distribution and vary with index \( j \) independently.

Since every user occupies a single chip position in a TH frame, in order to avoid intersymbol interference (ISI) it is required that \( N_c T_c + \tau_{UL} - 1 < T_f \), where \( \tau_{UL} \) is the maximum delay spread of the dense multipath channel, such that an overlap between two transmitted symbols from the same user is avoided. In the case that \( T_c > \tau_{UL} - 1 \), the multiuser interference (MUI) between adjacent positions within the same TH frame is also avoided and the remaining MUI is due to the users whose pulses occupy the same chip position.

III. ITERATIVE DATA DETECTION

For clarity, we first consider the case where there is no prefiltering. After matched filtering, the received discrete-time signal for the \( i \)th multipath component at the \( i \)th chip position of the \( j \)th TH frame is given by

\[ r_j^i(i) = h_{k,j}A_k c_{k,j}(i)b_k^i + \sum_{k' \neq k} h_{k',j}A_k c_{k',j}(i)b_k'^i + n_j^i(i) \quad (4) \]

where \( b_k^i \in \{+1, -1\} \), and \( n_j^i(i) \) is the zero-mean, additive white Gaussian noise (AWGN) with double-sided power spectral density \( N_0/2 \).

As shown in Fig. 1, the iterative chip-wise receiver consists of a soft-input soft-output (SISO) chip demodulator and a bank of \( K \) single-user SISO decoder working in a turbo manner. The chip demodulator performs a soft chip demodulation based on the channel input and the prior information provided by the decoders. Concentrating on the \( k \)th component of the \( k \)th user, on the right-hand side (RHS) of the second equality in (4), \( c_{k,j}(i) \) represents the sum of the multiuser interference and the additive noise with respect to this user. Each \( b_k^i \) is a random variable with mean \( b_k^i \) and variance \( \sigma_{b_k^i}^2 \) (initialized to 0 and 1, respectively) which are related to the a priori information of \( b_k^i \) [7]. Conditioned on the channel, we have

\[ r_j^i(i) = \sum_{k'=1}^{K} h_{k',j}A_k c_{k',j}(i)b_k'^i + n_j^i(i) \]

\[ \sigma_{r_j^i(i)}^2 = \sum_{k'=1}^{K} h_{k',j}A_k c_{k',j}(i)b_k'^i + \frac{N_0}{2} \]

To obtain a soft value on \( b_k^i \), as in [7], \( c_{k,j}(i) \) in (4) is approximated by a Gaussian random variable with mean and variance, respectively, given by \( \bar{c}_{k,j}(i) = r_j^i(i) - h_{k,j}A_k c_{k,j}(i)b_k^i \) and \( \sigma_{\bar{c}_{k,j}(i)}^2 = \| h_{k,j}A_k c_{k,j}(i)b_k^i \|^2 \sigma_{\bar{b}_k^i}^2 \)

Then, the chip demodulator computes the extrinsic log-likelihood ratio (LLR) of \( b_k^i \) for the \( i \)th component of the \( i \)th chip position as

\[ \chi_{\text{dem}}^{\text{out}}(b_k^i)_{L,i} = \frac{2h_{k,j}A_k c_{k,j}(i)(r_j^i(i) - \bar{c}_{k,j}(i))}{\sigma_{\bar{c}_{k,j}(i)}^2} \quad (5) \]

Note that the chip demodulator is essentially a low-complexity soft-interference cancellation/matched filter (SIC-MF) detector [23]. Since the \( j \)th chip of user \( k \) only occupies the \( s_k^j \)th chip position of the \( j \)th TH frame, we only need to compute \( \chi_{\text{dem}}^{\text{out}}(b_k^j)_{L,i} \), from which the LLR of \( b_k^j \) can be obtained by the soft Rake approach [5]

\[ \chi_{\text{dem}}^{\text{out}}(b_k^j) = \sum_{i=0}^{L_r-1} \chi_{\text{dem}}^{\text{out}}(b_k^j)_{k,s_k^j,i} \quad (6) \]

where \( L_r \) is the finger number of the Rake receiver. For user \( k \), the chip demodulator outputs \( \chi_{\text{dem}}^{\text{out}}(b_k^j) \) are de-interleaved to form \( \chi_{\text{dem}}^{\text{out}}(b_k^j) \), and then fed to the SISO single-user decoder as the a priori information.

For an uncoded system, the single-user decoder is an SISO repetition decoder. To illustrate the basic calculations, we focus on the chips related to \( d_k^i \), the first information bit of user \( k \).

Recall that \( d_k^i \) is spread into the chip sequence \( \{t_k^j\}_{j=1}^{S} \), where \( S = 1 / R_c \) is the spreading factor. Due to the interleaver, \( \chi_{\text{dem}}^{\text{out}}(b_k^j) \) are assumed uncorrelated. Then, based on (6), the a posteriori LLR output of the repetition decoder for \( d_k^i \) can be computed from

\[ \Lambda_{\text{dec}}(d_k^i) = \sum_{j=1}^{S} \chi_{\text{dec}}^{\text{in}}(b_k^j) \]

Then, the extrinsic LLR for the chip \( b_k^j' \) associated with \( d_k^i \) is given by

\[ \chi_{\text{dec}}^{\text{out}}(b_k^j') = \Lambda_{\text{dec}}(d_k^i) - \chi_{\text{dec}}^{\text{in}}(b_k^j) \quad (8) \]

As shown in Fig. 1, the \( K \) single-user decoders operate in parallel and produce the extrinsic LLRs \( \chi_{\text{dec}}^{\text{out}}(b_k^j') \), which are then interleaved to form \( \chi_{\text{dec}}^{\text{out}}(b_k^j) \), and fed back to the demodulator as the a priori information, based on which \( \bar{b}_k^j \) and \( \sigma_{\bar{b}_k^j}^2 \) are updated as [7]

\[ \bar{b}_k^j = \tanh \left( \frac{\chi_{\text{dec}}^{\text{in}}(b_k^j)}{2} \right) \]

\[ \sigma_{\bar{b}_k^j}^2 = 1 - \left( \bar{b}_k^j \right)^2 \quad (9) \]

for \( k = 1, \ldots, K, j = 1, \ldots, P \), which in turn are used by the chip demodulator to refine its outputs during the next iteration. The above procedure is repeated for a certain number of iterations. In the last iteration, the \( k \)th repetition decoder produces hard decisions \( \bar{b}_k^j \) in the information bits \( d_k^j \) based on the a posteriori LLRs given by (7). The similar procedure can be applied to coded case. In case that the TR prefiltering is introduced at the transmitter end, the equivalent channel coefficients in (4) are \( \bar{h}_{k,j}^{TR} \), and the above described receiving algorithm still applies.

It is clear that the major computations of the chip-level multiuser detector are involved in obtaining (5) where the computations of \( r_j^i(i) \) and \( \sigma_{\bar{c}_{k,j}(i)}^2 \) require the summations over all the \( K \) users. However, the results are shared by all of the users. Also, it is clear that the complexity of the Rake approach is \( O(L_r) \) per
user per chip. Hence, the normalized complexity per user per information bit per iteration increases linearly with $L_p S$ but is independent of the number of users $K$.

IV. CODE-SPREAD TH-UWB SYSTEMS

In this section, we focus on the coded TH-UWB systems. In CDMA systems, spreading can be achieved by low-rate coding, which leads to the code-spread systems [15], [16]. Inspired by this, an alternative coded TH-UWB system can be obtained from uncoded one by replacing the repetition code with a low-rate channel code. Since the complexity is a big concern for UWB applications, the recently proposed ZH codes and their concatenated schemes, which are a group of capacity-approaching low-rate codes with low encoding and decoding complexity, are a promising candidate for UWB systems.

A. Zigzag Hadamard Code-Spread TH-UWB Systems

For a ZH code-spread TH-UWB system considered in this section, the information bits $d_k$ of length $N_{info}$ from user $k$ is spread by a rate-$R_c$ PCZH encoder. After code-spread, similar to the uncoded TH-UWB systems, the chip sequence $\{b_k^i\}$ are interleaved and then transmitted to the channel after modulation and TH. In case that TR scheme is utilized, the signals are fed to the prefilter before being transmitted to the UWB channel. The low-complexity PCZH encoder is briefly illustrated as follows.

To illustrate the encoder structure, for simplicity, consider a single-user case. As shown in Fig. 2(a), a ZH codeword is described by a highly structured zigzag graph each segment being a length-$2^r$ Hadamard code, where $r$ is the order of the Hadamard code. At the ZH encoder, the length-$N_{info}$ data stream $d$ over $\{+1, -1\}$ is first segmented into blocks $\{d^v\}_v$, where $d^v = [d^v(1), d^v(2), \ldots, d^v(r)]$, $v = 1, 2, \ldots, N_{info}/r$. For a systematic ZH encoder, with the last parity bit of the previous coded-bit segment being the first input bit to the Hadamard encoder for the current segment, the coded bits of the $v$th segment are obtained by the Hadamard encoder with $b^v = H(b^{v-1}(2^r-1), d^v(1), d^v(2), \ldots, d^v(r))$, where $H(\cdot)$ denotes Hadamard encoding function [18], and the codeword $b^v = [b^v(0), b^v(1), \ldots, b^v(2^r-1)]$, with $b^v(i) = b^{v-1}(2^r-1-i)$ being the common bit (black circles in the figure) that connects the current segment to the previous segment and forms the zigzag structure, $b^v(2^r-1) = d^v(i)$, $i = 1, 2, \ldots, r$, being the systematic bits (white circles), and all other bits being the parity bits (gray circles). Note that the first bit of the first segment can be freely assigned and is usually assumed to be $-1$. In case that the common bits (the first bit in each segment) are not transmitted, we obtain punctured ZH codes.

Let $d = \{d^v\}_{v=1}^{N_{info}}$, $g = \{g^v\}_{v=1}^{N_p}$, and $p = \{p^v\}_{v=1}^{N_p}$ denote, respectively, the information data block, the common bits, and the parity bits of a ZH codeword, where $N_p$ and $N_q$ are, respectively, the number of the common bits and the parity bits. Similar to turbo codes, a systematic PCZH code is constructed by concatenating $M$ systematic ZH codes in a parallel manner, as shown in Fig. 2(b). To avoid repeating the information bits, the systematic bits are only transmitted once, and the common bits and the parity bits of the $m$th component encoder are transmitted, denoted, respectively, by $q^m = \{q^m(m)\}_n$ and $p^m = \{p^m(m)\}_n$.

B. Joint Detection and Decoding of ZH Code-Spread Systems

For a PCZH code-spread TH-UWB system, the received discrete time signal after matched filtering is given by (4), with which the receiver performs chip-level joint detection as shown in Fig. 1, where now the SISO decoders are PCZH decoders.

The joint detection of a PCZH-coded multi-user UWB system compromises two iterations, i.e., the outer iteration with extrinsic information of coded bits exchanged between the chip-level demodulator and the $K$ decoders, and the inner decoding iteration with extrinsic information of information bits exchanged between the $M$ component ZH decoders. For the outer iteration, based on the received signal $(4)$ and the $a priori$ information of the coded bits $\{b_k^i\}_{k,j}$ from the decoders, the chip demodulator calculates the extrinsic LLRs $\{\lambda^\text{in}_{\text{dem}}(b_k^i)\}_{k,j}$ as in Section III, which are then de-interleaved to form $\{\lambda^\text{in}_{\text{dec}}(b_k^i)\}_{j,k}$ and fed to the SISO PCZH decoders as the $a priori$ information from the demodulator.

Based on $\{\lambda^\text{in}_{\text{dec}}(b_k^i)\}_{j,k}$, the $k$th SISO PCZH decoder performs iterative decoding with the extrinsic information of the information bits exchanged between the $M$ component ZH decoders. After regrouping, denote

$$
\begin{align*}
\{\lambda^\text{in}_{\text{dec}}(b_k^i)\}_{j,k} &= \left\{\lambda^\text{in}_{\text{dec}}(d_k^v)\right\}_{v=1}^{N_{info}} \text{ and } \lambda^\text{in}_{\text{dec}}(q_k^v(1)) \right\}_{v=1}^{N_p} \text{ and } \lambda^\text{in}_{\text{dec}}(q_k^v(M)) \right\}_{v=1}^{N_p} \\
&= \left\{\lambda^\text{in}_{\text{dec}}(d_k^v)\right\}_{v=1}^{N_{info}} \text{ and } \lambda^\text{in}_{\text{dec}}(q_k^v(1)) \right\}_{v=1}^{N_p} \text{ and } \lambda^\text{in}_{\text{dec}}(q_k^v(M)) \right\}_{v=1}^{N_p}
\end{align*}
$$

where $\lambda^\text{in}_{\text{dec}}(d_k^v)_{n}$ are the LLRs for the $k$th user’s information bits $d_k^v$ from the demodulator, $\lambda^\text{in}_{\text{dec}}(q_k^v(1))_{n}$ and $\lambda^\text{in}_{\text{dec}}(q_k^v(M))_{n}$ are, respectively, the LLRs for the common
and the parity bits $p_{th}^m$ associated with the $m^{th}$ component ZH code. Similar to the message-passing scheduling of turbo codes, at the $m^{th}$ decoding stage, the $m^{th}$ ZH decoder computes the $a$ posteriori LLR value of the $n^{th}$ information bit with (11), shown at the bottom of the page, where $\{\lambda_{zh}^n(d_k^m)\}_n$ are the extrinsic LLRs of the information bits passing from the $(m-1)^{th}$ ZH decoder. Note that we have $\lambda_{zh}^{n-1}(d_k^m) = \lambda_{zh}^M(d_k^m)$ and for the first iteration they are initialized to zeros. Since the encoding of a ZH code is a Markov process, the computation of (11) is similar to that of the zigzag code [19] which is a low-complexity two-way algorithm. The only difference is that the component decoder of a ZH code for each segment is an $a$ posteriori probability (APP) Hadamard decoder, and the APP Hadamard decoding can be implemented by efficient fast Hadamard transform (FHT) and APP-FHT [18]. With (11), the extrinsic LLR of $d_k^m$ that the $m^{th}$ ZH decoder produces is given by

$$\lambda_{zh}^m(d_k^m) = \ln \frac{Pr(d_k^m = +1)}{Pr(d_k^m = -1)} = \lambda_{zh}^m(d_k^m) - (\lambda_{zh}^{n-1}(d_k^m) + \lambda_{dec}^n(d_k^m))$$

(12)

which will be used for the next stage ZH decoding, as shown in (11). After several inner decoding iterations, the inner iteration is temporary interrupted after the PCZHC decoder computes the extrinsic LLRs of the coded bits for the demodulator as follows:

$$\lambda_{dec}^{in} (q_k^m (m)) = \lambda_{zh} (d_k^m (m)) - \lambda_{dec}^{in} (q_k^m (m))$$

for $n = 1, 2, \ldots, N_{q}$, $m = 1, 2, \ldots, M$ (13)

$$\lambda_{dec}^{in} (p_k^m (m)) = \lambda_{zh} (p_k^m (m)) - \lambda_{dec}^{in} (p_k^m (m))$$

for $n = 1, 2, \ldots, N_{p}$, $m = 1, 2, \ldots, M$ (14)

$$\lambda_{dec} (d_k^m) = \lambda_{zh} (d_k^m) - \lambda_{dec}^{in} (d_k^m)$$

for $n = 1, 2, \ldots, N_{info}$ (15)

where $\{\lambda_{zh} (q_k^m (m))\}_n$ and $\{\lambda_{zh} (p_k^m (m))\}_n$ are, respectively, the output $a$ posteriori LLRs of the $m^{th}$ ZH decoder for the common bits and the parity bits whose computations are similar to (11), and hence can be efficiently implemented by FHT and APP-FHT. The output extrinsic LLRs of the $K$ single-user PCZHC decoders are

$$\{\lambda_{dec}^{in} (d_k^m)\}_{k,j} = \{\lambda_{dec}^{in} (q_k^m (1))\}_{n} \times \{\lambda_{dec}^{in} (p_k^m (1))\}_{n} \times \{\lambda_{dec}^{in} (q_k^m (m))\}_{n} \times \{\lambda_{dec}^{in} (p_k^m (m))\}_{n} \times \lambda_{dec} (d_k^m)$$

are then interleaved and fed to the demodulator as the a priori LLRs to update

$$\{\lambda_{dec}^{in} (d_k^m)\}_{k,j}$$

as in Section III. The latest $\{\lambda_{dec}^{in} (d_k^m)\}_{k,j}$ are then de-interleaved and fed to the PCZHC decoders to continue the inner decoding iterations until the next epoch for outer iteration arrives. After several outer iterations and inner iterations, the $k^{th}$ PCZHC decoder produces hard decisions $d_k$ based on the output $a$ posteriori LLRs of the information bits, which are given by

$$\lambda_{zh}^n(d_k^m) = \ln \frac{Pr(d_k^m = +1)}{Pr(d_k^m = -1)} \{\lambda_{dec}^{in} (q_k^m (m))\}_n \times \{\lambda_{dec}^{in} (p_k^m (m))\}_n \times \{\lambda_{zh}^{n-1} (d_k^m)\}_n$$

(11)

V. NUMERICAL RESULTS

In this section, we present simulation results to demonstrate the performance of the proposed uncoded and PCZHC code-spread chip-interleaved TH-UWB system with iterative multiuser detection. The discrete time channel model proposed by the IEEE 802.15.3a working group [20] is utilized, which is based on the modified S–V model. We focus on the non-line-of-sight (NLOS) channel model 2 (CM2) in [20], which corresponds to a short-range (0–4 m) indoor wireless environment. 1000 realizations of this stochastic channel model are generated by the MATLAB code provided in [20], leading to a channel model with mean delay spread of 9.2 ns and root mean square delay of 8 ns. The simulation results are averaged over a large number of channel realizations. For the discrete time model, the minimum sampling interval of the channel is 1 ns.

A. Uncoded Case

1) Without TR: We first consider the average BER performance of an uncoded chip-interleaved TH-UWB system without TR, as shown in Fig. 3. For the simulations, $T_{ch-1} = 99$ ns, and $T_c = 100$ ns, hence there is no multiuser interference between adjacent chip positions. We also assume that $N_c T_c + T_{ch-1} < T_f$, such that an overlap between two transmitted symbols from the same user is avoided. The rate of the repetition code $R_c = 1/8$, and the number of TH chips per TH-frame $N_c = 4$, which result in a total bandwidth expansion factor [24] of $\Omega = N_c R_c = 32$ and a basic transmission rate of around 250 Kbs per stream. Note that higher rates can be achieved by using multistream transmission for each user.

The BER curves of such an equal-power system with different configurations of Rake receiver and perfect channel side information (CSI) at the receiver are shown in Fig. 3 where the information block length $N_{info} = 256$. The curve marked “single AWGN” is the single-user performance in a nonfading AWGN channel. It is seen from the figure that the BER performance with $K = 32$ approaches the single-user performance, where the number of fingers of the Rake receiver $L_r$ equals to the number of multipath components of the fading channel $L_{ch}$ (the full Rake configuration). This shows that the chip-level iterative multiuser detector with Rake combining can effectively mitigate the MUI and collect the energy dispersed in the multipath components. It is clear that in order to collect enough energy dispersed in the multipath components, a Rake receiver with sufficient large number of fingers should be utilized. As shown in Fig. 3, with $L_{sr} = 40$, the Rake receiver is able to capture a large portion of the dispersed energy and yields a BER performance very close to that of the full Rake configuration. With 30-finger Rake, around 0.7 dB loss is observed when compared to the full Rake case measured at $P_r = 10^{-5}$, and the performances of 20- and 10-finger Rake are far away from that of the full Rake case, which is as expected. When measured at $P_r = 10^{-2}$, there is a loss of 1 dB for 20-finger Rake and more than 10 dB for
10-finger Rake. The performance loss is even larger for lower BER, as shown in Fig. 3.

2) With TR: Next, we consider the BER performance of the above system with TR scheme. In the simulation, $T_c = 99$ ns, and the maximum delay of the equivalent TR channel is $T_{\text{TR}} = 198$ ns, where $T_{\text{TR}}$ is the number of multipath components of the TR channel.

Fig. 4 shows the BER performance of the equal-power uncoded chip-interleaved TH-UWB system with time-reversal technique for $K = 32$, where the rate of repetition code is 1/8, the number of TH chips per TH-frame $N_c = 4$, and the information block length $N_{\text{info}} = 256$. The advantage of the TR scheme is evident in the figure. With a single-tap receiver, the BER performance of the TR system is close to that of the single user bound with full Rake without TR after only four iterations. With 9-finger Rake, a gain of around 1 dB measured at $P_b = 10^{-5}$ is observed when compared to the single-tap TR scheme, and further SNR gain can be obtained by increasing the number of fingers of the Rake receiver. When the power-controlled TR scheme (2) is utilized, the performance of single-tap receiver has a gain of around 5.5 dB measured at $P_b = 10^{-5}$ when compared to that of the case of TR without power control and can approach the single-user bound in AWGN channel.

The BER curves of an equal-power system for $K = 30$ with different configurations of the Rake receiver and perfect CSI at the receiver are shown in Fig. 5. Similar to the uncoded case in Fig. 4, it is seen from Fig. 5 that the BER performance of the full Rake receiver approaches the single-user bound (with a maximum iteration number of 30) with only one iteration between the decoders and the chip-level demodulator. A 40-finger Rake receiver is able to capture a large portion of the dispersed energy and yields a BER performance very close to that of the full Rake configuration. With 30-finger Rake, around 1-dB loss is observed when compared to the full Rake case measured at $P_b = 10^{-4}$, and the performances of 20- and 10-finger Rake are very bad, which is similar to that of the uncoded case.

2) With TR: Fig. 6 shows the BER performance of the equal-power ZH-coded chip-interleaved TH-UWB system with TR technique where the number of TH chips per TH-frame $N_c = 3$, which results in a total bandwidth expansion factor of $\Omega = N_c/R_c \approx 28$ and a transmission rate of around 250 Kbps per stream.

The BER curves of an equal-power system for $K = 30$ with different configurations of Rake receiver and perfect CSI at the receiver are shown in Fig. 5. Similar to the uncoded case in Fig. 4, it is seen from Fig. 5 that the BER performance of the full Rake receiver approaches the single-user bound (with a maximum iteration number of 30) with only one iteration between the decoders and the chip-level demodulator. A 40-finger Rake receiver is able to capture a large portion of the dispersed energy and yields a BER performance very close to that of the full Rake configuration. With 30-finger Rake, around 1-dB loss is observed when compared to the full Rake case measured at $P_b = 10^{-4}$, and the performances of 20- and 10-finger Rake are very bad, which is similar to that of the uncoded case.

2) With TR: Fig. 6 shows the BER performance of the equal-power ZH-coded chip-interleaved TH-UWB system with TR technique where the number of TH chips per TH-frame $N_c = 3$, which results in a total bandwidth expansion factor of $\Omega = N_c/R_c \approx 28$ and a transmission rate of around 250 Kbps per stream.

The BER curves of an equal-power system for $K = 30$ with different configurations of Rake receiver and perfect CSI at the receiver are shown in Fig. 5. Similar to the uncoded case in Fig. 4, it is seen from Fig. 5 that the BER performance of the full Rake receiver approaches the single-user bound (with a maximum iteration number of 30) with only one iteration between the decoders and the chip-level demodulator. A 40-finger Rake receiver is able to capture a large portion of the dispersed energy and yields a BER performance very close to that of the full Rake configuration. With 30-finger Rake, around 1-dB loss is observed when compared to the full Rake case measured at $P_b = 10^{-4}$, and the performances of 20- and 10-finger Rake are very bad, which is similar to that of the uncoded case.

B. Coded Case

Now we consider the BER performance of a ZH-coded chip-interleaved TH-UWB system with and without TR scheme. A punctured parallel concatenated ZH code with $r = 6$ and $M = 3$ is used, which leads to a coding rate of $R_c = 0.106$, and $N_c = 3$. The information length $N_{\text{info}} = 256$, and random interleavers with length $N_{\text{info}}$ for the codes are assumed. The maximum iteration number of the ZH decoder is 30.

1) Without TR: We first consider the BER performance of an equal-power system without TR. The same channel parameters as the uncoded case are used. The number of TH chips per TH-frame $N_c = 3$, which results in a total bandwidth expansion factor of $\Omega = N_c/R_c \approx 28$ and a transmission rate of around 250 Kbps per stream.

The BER curves of an equal-power system for $K = 30$ with different configurations of Rake receiver and perfect CSI at the receiver are shown in Fig. 5. Similar to the uncoded case in Fig. 4, it is seen from Fig. 5 that the BER performance of the full Rake receiver approaches the single-user bound (with a maximum iteration number of 30) with only one iteration between the decoders and the chip-level demodulator. A 40-finger Rake receiver is able to capture a large portion of the dispersed energy and yields a BER performance very close to that of the full Rake configuration. With 30-finger Rake, around 1-dB loss is observed when compared to the full Rake case measured at $P_b = 10^{-4}$, and the performances of 20- and 10-finger Rake are very bad, which is similar to that of the uncoded case.

2) With TR: Fig. 6 shows the BER performance of the equal-power ZH-coded chip-interleaved TH-UWB system with TR technique where the number of TH chips per TH-frame $N_c = 3$, which results in a total bandwidth expansion factor of $\Omega = N_c/R_c \approx 28$ and a transmission rate of around 250 Kbps per stream.

The BER curves of an equal-power system for $K = 30$ with different configurations of Rake receiver and perfect CSI at the receiver are shown in Fig. 5. Similar to the uncoded case in Fig. 4, it is seen from Fig. 5 that the BER performance of the full Rake receiver approaches the single-user bound (with a maximum iteration number of 30) with only one iteration between the decoders and the chip-level demodulator. A 40-finger Rake receiver is able to capture a large portion of the dispersed energy and yields a BER performance very close to that of the full Rake configuration. With 30-finger Rake, around 1-dB loss is observed when compared to the full Rake case measured at $P_b = 10^{-4}$, and the performances of 20- and 10-finger Rake are very bad, which is similar to that of the uncoded case.
Next, we consider an equal-power system with $K = 20$ and employing power-controlled TR scheme (2). The performance of the single-tap receiver has a gain of around 4 dB measured at $P_b = 10^{-4}$ when compared to that of the case of TR without power control. By adding another finger, an extra 1 dB gain can be obtained, resulting to 5-dB gain when compared to the single user bound with full Rake configuration without TR, which shows the advantage of the TR scheme with power control. Note that as shown in [6], for $K > \Omega$ which corresponds to an overloaded system, unequal power allocation should be utilized, and the optimal power profile can be obtained by using differential evolution [25].

VI. CONCLUSION

We have proposed a new TH-UWB communication system based on chip-level random interleaving, iterative multiuser detection, and low-rate ZH coding. With chip-level interleaving, a simple iterative joint detection scheme can be utilized to effectively mitigate the multiuser interference. With TR, the equivalent channel dispersion is significantly reduced, which simplifies the complexity of the multiuser detection. When power control is employed along with TR, a single-tap Rake receiver can be utilized without channel estimation at the receiver. The latest discovery in coding area is also considered. With its capacity approaching capability and low encoding/decoding complexity, the low-rate parallel concatenated ZH code is introduced as a promising coding scheme for code-spread TH-UWB applications.
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