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Abstract—In this paper, we propose a low-complexity iterative joint channel estimation, detection and decoding technique for doubly selective channels. The key to the proposed technique is a segment-by-segment processing strategy under the assumption that the channel is approximately static within a short segment of a data block. Through a virtual zero-padding technique, the proposed segment-by-segment equalization approach inherits the low-complexity advantage of the conventional frequency domain equalization (FDE), but does not need the assistance of guard interval (for cyclic-prefixing or zero-padding), thereby avoiding the spectral and power overheads. Furthermore, we develop a low-complexity bidirectional channel estimator, where the Gaussian message passing (GMP) technique is used to exploit the channel correlation information, and the intermediate channel estimation results in the iterative process are employed to perform inter-tap interference cancellation. Simulation results demonstrate the effectiveness of the proposed detection and channel estimation algorithms.

Index Terms—Channel estimation, turbo equalization, doubly selective channels, frequency domain equalization (FDE), cyclic-prefixing, zero-padding, CP reconstruction, Gaussian message passing (GMP).

I. INTRODUCTION

SINGLE-CARRIER block transmission with iterative frequency domain equalization (FDE) [1], [26] is a promising technique to alleviate inter-symbol interference (ISI) in frequency selective channels. By using cyclic prefix (CP), inter-block interference is removed and linear convolution is converted to cyclic convolution in FDE, leading to efficient receiver implementation using the fast Fourier transform (FFT).
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However, cyclic-prefixing incurs both power and spectral overheads that can be measured by the ratio of the CP length to the data block length. This ratio is limited by two requirements, i.e., the channel should be approximately static within a block (and so the block length is limited by channel coherence time), and the CP length should be larger than the channel memory length. Hence, the overheads can be large in doubly selective channels (i.e., time-varying ISI channels) when the channel coherence time is short and the channel memory length is large.

Using a shorter CP is a way to reduce the overheads. However, when the CP length is less than the channel memory length, interference between adjacent data blocks is induced, and the assumption of the conversion from linear convolution to cyclic convolution is invalid. Remedies based on CP reconstruction for these problems have been studied in [2]-[6]. The basic idea behind them is to compensate the effect of missing CP through the so-called CP reconstruction operation for the concerned data block after cancelling the interference from the preceding data block. However, these approaches can not sufficiently exploit all available observations because, for detection of each data block, the observations corresponding to the tail symbols of the data block are discarded. In addition, CP reconstruction is based on the estimated tail symbols (which may be very unreliable). Hence, performance degradation may be caused when the interference between adjacent data blocks is severe.

In this paper, we consider the issue of efficient detection without the assistance of CP in the context of doubly selective channels. We assume that a conventional single-carrier transmitter is employed that transmits signal continuously (without inserting any guard intervals) in a data block. To develop an efficient detection approach, we partition the transmitted data block \(x\) with length \(J\) (which is formed from a codeword after symbol mapping) into a number of short segments \(\{x_k\}\) (note that such partition does not affect the structure of the transmitted signal), each with length \(M \geq L\) (where \(L\) is the channel memory length), as illustrated in Fig. 1(a), and assume that the channels remain approximately static within a segment but not necessarily within a block.\(^1\) The received

\(^1\)In the proposed approach, since each block is formed from a codeword after symbol mapping, it is better to allow independently processing for each block at the receiver to avoid high latency. For this, a string of zeros is appended to each block (see Fig. 1(a)) to avoid the interference between adjacent blocks. Since the length of block \(x\) is not restricted by the channel coherence time, it can be large enough to make the spectral loss due to zero-appending negligible.
The superscript "T" denotes transpose, and "H" conjugate transpose. The symbol I denotes an identity matrix with proper size. Expectation and (co)variance are represented by $E(\cdot)$ and $V(\cdot)$, respectively. For a complex variable, e.g., $x$, we use $x^{\text{Re}}$ to denote its real part and $x^{\text{Im}}$ its imaginary part. In addition, we use diag[a] to denote a diagonal matrix with its diagonal entries given by a, and $(A)_{\text{diag}}$ a diagonal matrix with its diagonal entries given by those of matrix A.

II. PRELIMINARY

In this section, we list the key results of MMSE estimation principle to be used in the following sections, and depict the receiver structure for iterative channel estimation, detection and decoding.

A. MMSE Estimation for Gaussian Variables

Consider a standard estimation problem based on the following linear model

$$r = Ah + n$$

(1)

where $r$ is an observation vector, $A$ a system transfer matrix, $h$ a vector to be estimated, and $n$ a vector of Gaussian noise. We assume that the transfer matrix $A$ and the statistics of Gaussian noise $n$ are known, and that $h$ is Gaussian distributed with a priori mean vector and covariance matrix given by $E(h)$ and $V(h)$, respectively. Then the a posteriori mean and variance of $h$ can be computed as [14]

$$E^p(h) = E(h) + (V(h)^{-1} + A^H V(n)^{-1} A)^{-1} A^H V(n)^{-1} (r - AE(h) - E(n))$$

(2a)

and

$$V^p(h) = (V(h)^{-1} + A^H V(n)^{-1} A)^{-1}$$

(2b)

where the superscript "$^p$" denotes "a posteriori".

B. Joint Gaussian (Linear MMSE) Estimation for Binary Variables

The estimation becomes complicated for the following linear model

$$r = Ax + n$$

(3)

where the entries of $x$ are binary and independent of each other, and the system transfer matrix $A$ and the statistics of Gaussian noise $n$ are known.

We first assume that all the variables involved in (3) are real. In this case, the estimate is usually given in an entry-by-entry extrinsic logarithm of likelihood ratio (LLR) form as [7]-[9]

$$e(x_j) = \ln \frac{p(r \mid x_j = +1)}{p(r \mid x_j = -1)}$$

(4)

where $x_j$ is the $j$th entry of $x$. The optimal approach to calculating (4) is based on the maximum a posteriori probability (MAP) criterion at the cost of high complexity. A low-complexity sub-optimal alternative is the so-called joint Gaussian (JG) approach [19], in which, by focusing on one symbol $x_j$, (3) is rewritten in the following signal-plus-distortion form

$$r = a_j x_j + \xi_j$$

(5)
where \( a_j \) is the \( j \)th column of \( A \) and

\[
\xi_j = \sum_{j' \neq j} a_{j'} x_j' + n.
\]

By the central limit theorem, the entries of \( \xi_j \) can be approximated as joint Gaussian variables with

\[
E(\xi_j) = E(r) - a_j E(x_j)
\]

and

\[
V(\xi_j) = V(r) - V(x_j) a_j a_j^T
\]

where

\[
E(r) = AE(x) + E(n)
\]

and

\[
V(r) = A \text{diag}[V(x_0), V(x_1), \ldots] A^T + V(n).
\]

Based on the above assumption, (4) can be computed as

\[
e(x_j) = \ln \frac{\exp \left[ -\frac{1}{2} (r - a_j E(x_j))^T V(\xi_j)^{-1} (r - a_j E(x_j)) \right]}{\exp \left[ -\frac{1}{2} (r + a_j E(x_j))^T V(\xi_j)^{-1} (r + a_j E(x_j)) \right]}
\]

\[
= 2a_j^T V(\xi_j)^{-1} (r - E(r) + a_j E(x_j)) - 2a_j^T V(r)^{-1} (r - E(r) + a_j E(x_j))
\]

\[
= 2a_j^T V(r)^{-1} (r - A E(x) - E(n)) + a_j^T V(r)^{-1} a_j E(x_j)
\]

The derivation from (8a) to (8b) is based on the matrix inversion lemma [23]. The result in (8) is the same as that in the so-called Linear MMSE approach derived in [7]-[9]. However, the derivation described above is more concise and straightforward.

We now extend the above result to complex systems using quadrature phase shift keying (QPSK) modulation with Gray mapping. Denote \( x_j = x_j^\text{Re} + i x_j^\text{Im} \), where \( i = \sqrt{-1} \) and \( \{x_j^\text{Re}, x_j^\text{Im}\} \) are binary, and define

\[
e(x_j) = e(x_j^\text{Re}) + i e(x_j^\text{Im})
\]

where

\[
e(x_j^\text{Re}) = \ln \frac{p(r | x_j^\text{Re} = +1)}{p(r | x_j^\text{Re} = -1)}
\]

and

\[
e(x_j^\text{Im}) = \ln \frac{p(r | x_j^\text{Im} = +1)}{p(r | x_j^\text{Im} = -1)}.
\]

Assume that \( V(x_j^\text{Re}, x_j^\text{Im}) = 0, V(x_j^\text{Re}) = V(x_j^\text{Im}), V(n^\text{Re}, n^\text{Im}) = 0 \), and \( V(n^\text{Re}) = V(n^\text{Im}) \). Then \( e(x_j) \) can be calculated as

\[
e(x_j) = \frac{a_j^H V(r)^{-1} (r - AE(x) - E(n)) + a_j^H V(r)^{-1} a_j E(x_j)}{1 - V(r) a_j^H V(r)^{-1} a_j}
\]

The derivation of (11) is shown in Appendix I. Letting \( e(x) = [e(x_0), e(x_1), \ldots]^T \), we can rewrite (11) in a compact vector form as

\[
e(x) = 4(I - V(x) U) \left( A^H V(r)^{-1} (r - AE(x) - E(n)) + UE(x) \right)
\]

where

\[
V(r) = AV(x) A^H + V(n), \quad \text{and} \quad V(x) = \text{diag}[V(x_0), V(x_1), \ldots].
\]

and

\[
U = (AV(r)^{-1} A^H)_{\text{diag}}.
\]

C. Receiver Structure for Iterative Channel Estimation, Detection and Decoding

We follow the framework of iterative channel estimation and detection [10]-[13], [28], [29], where the channel estimator is separated out from the equalizer. The iterative receiver is shown in the lower part of Fig. 2. It consists of three modules: a channel estimator, an equalizer and a decoder. The three modules work in an iterative manner.

In this paper, we assume standard soft-in soft-out (SISO) decoding algorithms for the decoder (e.g., the BCJR decoding algorithm [20] for a convolutional code), and focus on the design of low-complexity algorithms for the channel estimator and the equalizer, which will be detailed in Sections III and IV, respectively.

III. SEGMENT-BY-SEGMENT EQUALIZATION WITH VIRTUAL ZERO-PADDING

A. System Model

Consider the following baseband discrete-time time-varying (complex) ISI channel model

\[
r_j = \sum_{l=0}^{L} h_{j,l} \cdot x_{j-l} + n_j
\]

where \( \{x_j, j = 0, 1, \ldots, J-1\} \) are the transmitted data symbols formed from the interleaved output of a forward error correction (FEC) encoder with Gray mapping and QPSK modulation, whose \textit{a priori} information (in the form of mean and variance) at the receiver can be computed using the feedbacks from the decoder [7]-[9], \( \{r_j\} \) the observations, \( \{n_j\} \) the samples of additive white Gaussian noise (AWGN) with zero mean and variance \( 2\sigma^2 \), and \( \{h_{j,l}, l = 0, 1, \ldots, L\} \) the channel state information (CSI) at time index \( j \).

To develop an efficient detection algorithm, as mentioned in Introduction, we partition the transmitted signal \( x \) into \( K \)
short segments \(\{x_k = [x_{kM}, x_{kM+1}, \ldots, x_{(k+1)M-1}]^T, k = 0, 1, \ldots, K-1\}\) (assuming that \(J = KM\)), each with length \(M\), as shown in Fig. 1. We use a static channel to approximate the channel undergone by \(x_k\). Due to the delay spread, the observation vector \(r_k = [r_{kM}, r_{kM+1}, \ldots, r_{(k+1)M-1}]^T\), corresponding to \(x_k\), has a length of \(N = M + L\), which can be represented as

\[
r_k = h_k \ast x_k + y_{k1}^{tail} + y_{k1}^{head} + \eta_k + \delta_k
\]

(15)

with

\[
y_{k1}^{tail} = [\text{tail}(h_k - 1 \ast x_k - 1), 0, 0, \ldots, 0]^T
\]

(16a) and

\[
y_{k1}^{head} = [0, 0, 0, \text{head}(h_k + 1 \ast x_k + 1)]^T
\]

(16b)

where \(\ast\) denotes linear convolution, \(y_{k1}^{tail}\) and \(y_{k1}^{head}\) denote the interference from the adjacent segments \(x_{k-1}\) and \(x_{k+1}\), respectively, \(\eta_k\) denotes the AWGN vector, \(\text{tail}()\) and \(\text{head}()\) in (16) denote two truncation functions that return the tail and head parts (with length \(L\)) of the sequence in the parentheses, respectively. The error vector \(\delta_k\) in (15) is induced since the channel is actually time-varying within each segment. However, it is negligible when the segments are short enough and the channel variation is not too rapid. With this assumption, we have

\[
r_k = h_k \ast x_k + n_k
\]

(17)

where

\[
n_k = y_{k1}^{tail} + y_{k1}^{head} + \eta_k.
\]

(18)

B. Segment-by-Segment Equalization with Virtual Zero-Padding

We first assume perfect CSI \(h_k\) available at the receiver (and we will discuss the imperfect CSI case in Section V). By appending a proper number of zeros to \(x_k\) and \(h_k\), we define the following two vectors with length \(N = M + L\):

\[
\tilde{h}_k = [h_k^T, 0 \ldots, 0]^T_{M-1 \text{ replications}}
\]

(19a)

and

\[
\tilde{x}_k = [x_k^T, 0 \ldots, 0]^T_{L \text{ replications}}.
\]

(19b)

Then (17) can be rewritten as

\[
r_k = \tilde{h}_k \ast \tilde{x}_k + n_k
\]

(20)

where \(\odot\) denotes the cyclic convolution. As a result, the operation for \(h_k\) and \(x_k\) transforms the linear convolution in (17) into the cyclic convolution in (20).

Define \(F\) as the normalized discrete Fourier transform (DFT) matrix with size \(N \times N\) (i.e., the \((m, n)\)th element of \(F\) is given by \(F(m, n) = N^{-1/2} e^{-i2\pi mn/N}\)). According to the property of cyclic convolution and (20), we have

\[
\sqrt{N}Fr_k = (\sqrt{N}F\tilde{h}_k) \ast (\sqrt{N}F\tilde{x}_k) + \sqrt{N}Fn_k
\]

(21)

where \(\ast\) denotes the element-wise product of two vectors. Denote the DFT of \(\tilde{h}_k\) as

\[
[g_k, o, g_k, 1, \ldots, g_k, N-1]^T = \sqrt{N}\tilde{h}_k
\]

(22)

and define the following diagonal matrix

\[
G_k = \text{diag}[g_k, o, g_k, 1, \ldots, g_k, N-1].
\]

(23)

Then (21) can be rewritten in a matrix form as

\[
r_k = \hat{F}^H G_k F \tilde{x}_k + n_k
\]

(24)

where the mean vector and covariance matrix of \(n_k\) are given by

\[
E(n_k) = E(y_{k1}^{tail}) + E(y_{k1}^{head})
\]

(25a) and

\[
V(n_k) = V(y_{k1}^{tail}) + V(y_{k1}^{head}) + 2\sigma^2 I.
\]

(25b)

We adopt the following two approximations which lead to considerable complexity reduction:

\[
V(\hat{x}_k) \approx vI
\]

(26a) and

\[
V(n_k) \approx \alpha_k I
\]

(26b)

where \(v\) is the average of the variances of \(\{x_j\}\), and \(\alpha_k\) is the average of diagonal elements of matrix \(V(n_k)\), which can be calculated as

\[
\alpha_k = 2\sigma^2 + vN^{-1} \sum_{l=0}^{L} \left[ l|h_k^{l-1}|^2 + (L-l)|h_k^{l-1}|^2 \right].
\]

(27)

Based on (24) and (26), we have

\[
V(r_k) = vA_k A_k^H + V(n_k) = F^H (vG_k G_k^H + \alpha_k I) F.
\]

(28)

It can be shown that

\[
(A_k^H V(r_k)^{-1} A_k)_{\text{diag}} = u_k I
\]

(29)

where

\[
u_k = \frac{1}{N} \sum_{n=0}^{N-1} |g_{k,n}|^2 (v |g_{k,n}|^2 + \alpha_k)^{-1}.
\]

(30)

Based on (28), (29) and the result of (12), the extrinsic LLRs for the entries in \(x_k\) can be computed as

\[
e(x_k) = 4(1-uv_k)^{-1} S (F^H G_k D^{-1} (z_k - G_k FE(\tilde{x}_k) - FE(n_k)) + u_k E(\tilde{x}_k))
\]

(31)

where

\[
S = [I_{M \times M}, 0]_{M \times N},
\]

(32a)

\[
D = vG_k G_k^H + \alpha_k I,
\]

(32b)

\[
z_k = F r_k,
\]

(32c)

and \(G_k^H\) is a diagonal matrix (see (23)).

Remarks:

1. The matrix inversion involved in (31) is trivial since the matrix \(D\) is diagonal.
2. The product of matrix \(F\) (or \(F^H\)) and a vector can be efficiently realized using FFT.

2The approximation (26a) was first implicitly used in [27] to reduce detection complexity, and later adopted in many other works such as [7], [18], and [29]. The impact of approximation (26b) gradually reduces when \(v\) approaches 0 with the iteration.
3. The term \(-FE(n_k)\) in (31) provides soft cancellation of the interference from the adjacent segments \(k+1\) and \(k-1\) in the frequency domain (see (18) for the definition of \(n_k\)). Here, \(E(n_k) = E(y_{k-1}) + E(y_{k+1})\) can be efficiently calculated using FFT because
\[
E(y_{k-1})^T = E\left(\left[\text{tail}(h_{k-1} \cdot x_{k-1}), 0, \ldots, 0\right]^T\right)
\]
\[
= E\left(\left[\text{tail}(h_{k-1} \odot \tilde{x}_{k-1}), 0, \ldots, 0\right]^T\right)
\]
\[
= \left[\text{tail}(F^H G_{k-1} FE(\tilde{x}_{k-1})), 0, \ldots, 0\right]^T
\]
(33a)

and similarly
\[
E(y_{k+1})^T = \left[0, \ldots, 0, \text{head}(F^H G_{k+1} FE(\tilde{x}_{k+1}))\right]^T.
\]
(33b)

Moreover, the term \(G_k FE(\tilde{x}_k)\) is involved in (31), which indicates that \(G_k FE(\tilde{x}_k)\) can be shared by \(e(x_{k-1})\) (for calculating \(E(y_{k-1})\)), \(e(x_k)\), and \(e(x_{k+1})\) (for calculating \(E(y_{k+1})\)).

4. The complexity involved in (31) is \(O(\log_2 N)\) per symbol.

5. In this approach, the detection of \(x_k\) is based on entire \(r_k\), and the operation of CP reconstruction is avoided.

IV. LOW-COMPLEXITY BIDIRECTIONAL CHANNEL ESTIMATION

A. System Model

In this paper, we adopt the widely used wide sense stationary uncorrelated scattering (WSSUS) model [21], [22], in which the channel taps are independent of each other and the autocorrelation function for each tap is the zeroth order Bessel function of the first kind. The power of the \(l\)th tap is denoted by \(q^l\) (\(q^l\) is often called the power delay profile). Since the channel is assumed to be static within each short segment, we use the following segment-level first-order autoregressive (AR(1)) to approximately characterize the time-varying channel [17]:
\[
h_k^l = \beta h_{k-1}^l + w_k^l, \quad l = 0, 1, \ldots, L
\]
(34)
where \(h_k^l\) denotes the \(l\)th tap correlation to segment \(x_k\), \(\beta\) is a constant, and \(w_k^l\) is zero mean white Gaussian noise with power \(p^l = q^l(1 - \beta^2)\). The parameter \(\beta\) can be determined as in [17]. Equation (34) can be represented by a Forney-style factor graph [15], [16] shown in Fig. 3. When the information about \(h_{k-1}^l\) (in the form of mean and variance) is available, we can infer the information about \(h_k^l\), and vice versa, based on the GMP technique detailed in [15] and [16].

Now return to (14). Similarly to the previous section, we have the following signal model after ignoring the channel variation within each short segment:
\[
\tilde{r}_k = B_k h_k + \tilde{\eta}_k
\]
where the observation vector \(\tilde{r}_k = \left[r_{k,M}, r_{k,M+1}, \ldots, r_{(k+1)M-1}\right]^T, B_k\) (with size \(M \times (L + 1)\))

In Section III, the detection of \(x_k\) is based on \(r_k\) (with length \(N = M + L\)) due to the effect of delay spread. In contrast, here we use \(r_k\) (with length \(M\)) to estimate \(h_k\) to remove the impact from adjacent segments.

Fig. 3. Exploiting correlation of time-varying channels via bidirectional Gaussian message passing.

is a Toeplitz matrix with the \(l\)th column given by
\[
b_{k,l} = \left[x_{kM-l}, x_{kM-l+1}, \ldots, x_{(k+1)M-l-1}\right]^T
\]
(36)
in (36), \(x_j = 0\) if \(j < 0\), and \(\tilde{\eta}_k\) is the corresponding AWGN vector.

B. Low-Complexity Bidirectional Channel Estimation

We focus on one tap \(h_k^f\) and rewrite (35) as
\[
\tilde{r}_k = b_{k,l} h_k^f + \zeta_{k,l}
\]
(37)
where
\[
\zeta_{k,l} = \sum_{l' \neq l} b_{k,l'} h_{k,l'}^f + \tilde{\eta}_k
\]
(38)
represents the noise and interference from other taps. The mean vector and covariance matrix of \(\zeta_{k,l}\) are given by
\[
E(\zeta_{k,l}) = E(\tilde{r}_k) - b_{k,l} E(h_k^f)
\]
(39a)
and
\[
V(\zeta_{k,l}) = V(\tilde{r}_k) - V(h_k^f) b_{k,l} b_{k,l}^H
\]
(39b)
with
\[
E(\tilde{r}_k) = \sum_{l=0}^{L} b_{k,l} E(h_k^f)
\]
(39c)
and
\[
V(\tilde{r}_k) = \sum_{l=0}^{L} V(h_k^f) b_{k,l} b_{k,l}^H + 2\sigma^2 I.
\]
(39d)
In general, \(V(\zeta_{k,l})\) is a full matrix. To reduce the computational complexity in the following developed estimation algorithm, we approximate \(V(\zeta_{k,l})\) using its diagonal part:
\[
D_{k,l} = (V(\zeta_{k,l}))_{\text{diag}}.
\]
Based on the above approximation, the MMSE estimator (2) and the model (37), we have
\[
V_p(h_k^f) \approx \frac{V(h_k^f)}{V(h_k^f) b_{k,l} b_{k,l}^H D_{k,l} b_{k,l} + 1}
\]
(41a)

4This approximation can be justified as follows. At the beginning of the process of the iterative channel estimation and detection, \(V(\zeta_{k,l})\) is weakly dominated by its diagonal elements. However, the channel estimates become more and more accurate with iteration, and hence \(E(\zeta_{k,l})\) also becomes more and more accurate (with respect to the true value of \(\zeta_{k,l}\)), which are cancelled out from \(\tilde{r}_k\) (see the term \(\tilde{r}_k - E(\zeta_{k,l})\) in (41b)). This means that the covariance matrix \(V(\zeta_{k,l})\) will be gradually dominated by its diagonal elements due to AWGN, and hence the impact of this approximation gradually reduces with the iteration. On the other hand, the start-up of the iterative process is critical. In Section V, we will discuss a way to start the iterative process using superimposed training.
and
\[ E(h_k^1) = E(h_k^1) + \frac{V(h_k^1) b_k^H D_k^{-1} \hat{r}_k - E(\zeta_{k,l}) - b_k E(h_k^2)}{V(h_k^1) b_k^H D_k^{-1} b_{k,l} + 1}. \] (41b)

After some manipulations, we can rewrite (41) as
\[ V_p(h_k^1) \approx \left( \frac{1}{V(h_k^1)} + b_k^H D_k^{-1} b_{k,l} \right)^{-1} \] (42a)

and
\[ E(h_k^1) \approx V_p(h_k^1) \left( \frac{E(h_k^1)}{V(h_k^1)} + b_k^H D_k^{-1} \hat{r}_k - E(\zeta_{k,l}) \right). \] (42b)

In (42), \( E(h_k^1) \) and \( V(h_k^1) \) denote the a priori mean and variance of the concerned tap \( h_k^1 \), and \( E(\zeta_{k,l}) \) and \( D_{k,l} \) are related to noise-plus-interference. The complexity involved in computing (42) is low since \( D_{k,l} \) is diagonal. In the following, we will discuss how to determine the values of \( \{E(h_k^1), V(h_k^1)\} \) and \( \{E(\zeta_{k,l}), D_{k,l}\} \).

The information that can be used for channel estimation in segment \( k \) at iteration \( n \) is shown in Fig. 4. Specifically, the a posteriori means and variances about \( \{h_{k,l}, l' \neq l\} \) calculated in the last iteration can be used as \( \{E(h_{k,l}^i), V(h_{k,l}^i)\} \) to update \( E(\zeta_{k,l}) \) and \( D_{k,l} \) in (42) based on (39) and (40), i.e., to perform inter-tap interference cancellation. In contrast, the a posteriori information about \( h_k^1 \) itself calculated in the last iteration should not be used as \( E(h_k^1) \) and \( V(h_k^1) \) in (42) to estimate \( h_k^1 \) since the a priori information should be extrinsic according to the turbo principle. On the other hand, the extrinsic a priori information of \( h_k^1 \) can come from its adjacent segments (i.e., segments \( k-1 \) and \( k+1 \)) through the use of GMP based on the AR model (34). This motivates us to propose a bidirectional channel estimation approach with the following three steps (see Fig. 3).

1. **Forward Recursion**
   Assume that \( \{E_{Forward}(h_{k-1}^1), V_{Forward}(h_{k-1}^1)\} \) are available, where the subscript “Forward” denotes the direction of forward recursion. Set \( E(h_k^1) = \beta E_{Forward}(h_{k-1}^1) \) and \( V(h_k^1) = \beta^2 V_{Forward}(h_{k-1}^1) + p^2_f \), and then compute \( \{E_{Forward}(h_k^1), V_{Forward}(h_k^1)\} \) using (42).

2. **Backward Recursion**
   Assume that \( \{E_{Backward}(h_k^1), V_{Backward}(h_k^1)\} \) are available, where the subscript “Backward” denotes the direction of backward recursion. Set \( E(h_{k-1}^1) = \beta^{-1} E_{Backward}(h_k^1) \) and \( V(h_{k-1}^1) = \beta^{-2} V_{Backward}(h_k^1) + p^2_f \), and then compute \( \{E_{Backward}(h_{k-1}^1), V_{Backward}(h_{k-1}^1)\} \) using (42).

3. **Combining the Forward and Backward Information**

   By combining the forward and backward information, the final estimates \( \{E_{Final}(h_k^1), V_{Final}(h_k^1)\} \) can be represented as
   \[ V_{Final}(h_k^1) = \left( \frac{1}{V_{Forward}(h_k^1)} + \frac{1}{\beta^{-2} V_{Backward}(h_{k-1}^1) + p^2_f} \right)^{-1} \] (43a)
   and
   \[ E_{Final}(h_k^1) = \left( E_{Forward}(h_k^1) + \frac{\beta^{-1} E_{Backward}(h_{k-1}^1)}{\beta^{-2} V_{Backward}(h_{k-1}^1) + p^2_f} \right) V_{Final}(h_k^1) \] (43b)

   Equation (43) is the application of the Gaussian Message combining rule [15], [16].

   **Remarks:**

   1. To accelerate the convergence of the algorithm, we can adopt a serial tap-by-tap estimation schedule, i.e., first estimating \( h_k^1 \) via the above described forward and backward recursions, and then estimating \( h_k^1, \forall k \), and so on (until \( h_k^1, \forall k \)). In this process, \( \{E(\zeta_{k,l}), D_{k,l}\} \) are calculated based on the most updated \( \{E_{Final}(h_k^1), V_{Final}(h_k^1)\} \) (i.e., some of them are computed in the current iteration). It is similar to the serial schedule for multi-user detection discussed in [19], and also \( \{E(\zeta_{k,l}), D_{k,l}\} \) can be efficiently updated with complexity \( O(M) \).

   2. Both the forward and backward recursions involve computing (42) with different a priori information about \( h_k^1 \). Note that, the terms “\( b_k^H D_k^{-1} \hat{r}_k - E(\zeta_{k,l}) \)” and “\( b_k^H D_k^{-1} b_{k,l} \)” in (42) are independent of the a priori information, and hence they can be shared by the forward and backward recursions, which is the advantage of using (42) over (41).

   3. It can be shown that the complexity of the bidirectional channel estimation approach is \( O((L + 1)M) \) (i.e., \( O(L + 1) \) per symbol). If the ISI channel is sparse, the complexity reduces to \( O(L') \) per symbol, where \( L' \leq L + 1 \) is the number of nonzero channel taps.

   4. The discussion can be extended to the case of high-order AR models. For example, we can use a second-order AR (AR(2)) model to get better performance with slightly increased complexity (see the simulation results in Section VI).

V. DISCUSSIONS ON THE ITERATIVE PROCESS

A. **Equalization with Channel Uncertainty**

   The proposed channel estimator in Section IV provides the channel estimates in the form of a posteriori means and variances \( \{E_{Final}(h_k^1), V_{Final}(h_k^1)\} \), as shown in (43). To deal with the uncertainty of the channel estimate, we express the channel tap as
   \[ h_k^1 = E_{Final}(h_k^1) + \delta_{h_k^1} \] (44)
   where \( \delta_{h_k^1} \) is a Gaussian random variable with mean 0 and variance \( V_{Final}(h_k^1) \). Define \( h_k^1 = \)
\[ [E^p_{F_{\text{final}}} (h_k^0), E^p_{F_{\text{final}}} (h_k^1), \ldots, E^p_{F_{\text{final}}} (h_k^L)]^T. \] According to (17) and (44), we have
\[ r_k = h_k * x_k + n'_k \] (45)
where the distortion due to the uncertainty of channel estimates is absorbed into \( n'_k \). Assuming that all the random variables involved in \( n'_k \) are independent of each other and following the discussion in Section III.B, we can perform detection based on (45).

**B. Channel Estimation with Imperfect Matrix \( B_k \)**

In the iterative process, the means \( \{E(x_j)\} \) and variances \( \{V(x_j)\} \) about \( \{x_j\} \) are available. Similarly to the above discussion, we have the following signal model based on (37)
\[ \tilde{r}_k = \hat{b}_{k,i} h_k^1 + \zeta'_{k,i} \] (46)
where \( \hat{b}_{k,i} \) is constructed based on \( \{E(x_j)\} \), and the distortion due to the uncertainty of data estimates is absorbed into \( \zeta'_{k,i} \). Assuming that all the random variables involved in \( \zeta'_{k,i} \) are independent of each other and following the discussion in Section IV.B, we can perform channel estimation based on (46).

**C. Start up the Iterative Process Using Pilot Signals**

We start up the iterative process by setting up matrices \( \{B_k\} \) using pilot symbols (since no feedbacks from the decoder are available at the beginning of the iterative process). Denote the pilot sequence by \( t = [t_0, t_1, \ldots, t_{J-1}]^T \). We assume that \( t_j = \sqrt{P/2} (t_\text{Re}^j + it_\text{Im}^j) \), and \( t_\text{Re}^j \) and \( t_\text{Im}^j \) \( \in \{+1, -1\} \) is randomly generated, where \( P \) denotes the power of the pilot signal. In this paper, we adopt the so-called superimposed training approach [25], i.e., the pilot symbols are added to the data symbols, which only incurs power loss (and no spectral loss). In this case, the transmitted signal can be represented as \( x = t + c \), where \( c = [c_0, c_1, \ldots, c_{J-1}]^T \) denotes the data signal. Hence, in the first iteration, \( E(x_j) = E(t_j) + E(c_j) = t_j \) and \( V(x_j) = V(c_j) = 1 \) (the energy of one QPSK symbol is normalized to 1). Then the iterative process can be started. Note that, in the process of equalization, some extra straightforward operations should be included to remove the contribution from the pilot signal.

**D. Steps of the Iterative Process**

The steps of the iterative process are concluded as follows:

**Step 1.** Using the pilot signal and the feedbacks from the decoder (in the first iteration, \( E(c_j) = 0 \) and \( V(c_j) = 1 \)), the channel estimator perform a serial tap-by-tap channel estimation through the forward and backward recursions based on (42) and (43).

**Step 2.** Based on the channel estimates and the feedbacks from the decoder, equalization is performed using (31).

**Step 3.** The decoder refines the data estimates based on coding constraints, and the results will be used by the channel estimator and the equalizer in the next iteration. Then go to Step 1.

Hard decisions on the information bits are made by the decoder during the final iteration.

**VI. Simulation Results**

In the simulations, a rate-1/2 convolutional code with generator \( (23, 35)_8 \) and QPSK modulation with Gray mapping are employed, and the number of iterations is always 10.

**A. Static ISI Channels with Perfect CSI at the Receiver**

To facilitate the comparison of our proposed segment-by-segment equalization approach and the known performance bound, static ISI channels are assumed. We set the length of information bits to be 4096, and so is the block length (i.e., length of \( x \)). The segment length (i.e., the length of \( x_k \)) is set to 64, and hence each block consists of 64 segments. The number of channel taps is 17. In each channel realization, the 17 coefficients \( \{h^i\} \) are independently generated according to distributions \( \{h^i \sim \mathcal{N}(0, q^i)\} \) (where \( \mathcal{N}(0, q^i) \) denotes a complex Gaussian distribution with mean 0 and variance \( q^i \)), and remain constant for all the segments in a block. Moreover, the channel energy is normalized to 1 (i.e., \( \sum_{l=0}^{16} |h^i|^2 = 1 \)) for each channel realization. As we know, the performance of
where a channel power delay profile type B in HIPERLAN/2 [24] and a uniform channel power delay profile are adopted, respectively. The performance of CP reconstruction based approach is also included for comparison. From this figure, it can be found that the proposed technique can almost achieve the performance bound at relatively high E_b/N_0 range, which implies that ISI and inter-segment interference are almost eliminated. In contrast, the CP reconstruction based approach cannot approach this bound closely due to the energy loss.

The performance of the CP reconstruction based approach is worse for the uniform channel power delay profile than for the channel power delay profile in [24] because the former channel power delay profile causes severer interference between adjacent segments.

B. Doubly Selective Channels

The WSSUS channel model [21], [22] is adopted, and the channels vary symbol by symbol (i.e., they vary within each segment). We set carrier frequency f_0 = 2 GHz, symbol duration T_s = 2.5 μs, and mobile speed v_m = 280 km/hr. Hence the Doppler spread f_D = 518.52 Hz. The power delay profile is selected as q_l = \exp(-0.1l). For each channel realization, the average channel energy is normalized to 1 (i.e., J^{-1} \sum_{j=0}^{J-1} \sum_{l=0}^{L} |h_{j,l}|^2 = 1). The information bit length is 2048, and so is the block length.

We first test the proposed approach with CSI available at the receiver (i.e., the exact CSI corresponding to the middle of each segment is known at the receiver), and examine the impact of different segment lengths on system performance. Fig. 6 shows the system performance with segment length M = 32, 64, 128, and 256 (i.e., correspondingly f_DMT_s = 0.041, 0.083, 0.166, and 0.331, respectively) when the number of channel taps is 17. The performance of the system over an AWGN channel is also shown for reference. It can be found from Fig. 6 that the system performance degrades with the increase of segment length. Performance is relatively poor at M = 128 compared with M = 64 and 32. An error floor occurs at M = 256. This is because the algorithm assumes a static ISI channel within a segment (i.e., the error vector δ_k in (15) is ignored). It can also be found that the system has similar performance when M = 32 and 64. This indicates that, the assumption of static channel within each segment is reasonable when M ≤ 64. Here, we should note that, if the conventional FDE is employed with M = 64, the use of CP will incur power loss of at least about 1 dB and a considerable spectral loss of more than 20%.

We next examine the system performance with estimated CSI. We set M = 64 at which the channel can be regarded

---

*Fig. 6. Impact of different segment lengths on system performance with known CSI. The number of channel taps is 17. The number of iterations is 10.*

*Fig. 7. Performance of the proposed approach and the approaches in [10] and [29]. The power loss of about 1 dB due to the use of the pilot signal is included in E_b/N_0. The number of iterations is 10, and the segment length is 64.*

---

3Since there are only 16 taps in [24], we set the power of the 17th tap to zero in the simulation.

6We should note that it is only a loose lower bound for the performance of the system over the time-varying channels with normalized average channel energy 1 due to the fluctuation of instantaneous channel energy, which is different from the case of time-invariant ISI channel in Section VI.A.
as approximately static within a segment. The power ratio of the superimposed pilot signal to data signal is 1/4, resulting in power loss of about 1 dB. The performance of the proposed approach is shown in Fig. 7, where the power loss of about 1 dB due to the use of pilot signal has been included in $E_{\text{dB}}$. It can be found that if the power loss is ignored, the performance gap between the system with the proposed bidirectional channel estimation algorithm and that with channel known is within 2 dB using AR(1) model, and it is within 1 dB using AR(2) model, for the time-varying channels with both 9 taps and 17 taps. The performance of the unidirectional KB-based approaches with AR(1) in [10] and [26] (whose complexities are $O((L + 1)^2)$ and $O(\log_2(M + L))$, respectively), are also included for comparison. It can be found that, among all the unidirectional approaches based on AR(1) channel model, the approach in [10] delivers the best performance but at the cost of highest complexity, and the approach in [26] suffers from performance loss due to the approximation involved in performing KB in the frequency domain. It can also be found that the proposed bidirectional approach outperforms all the unidirectional approaches for all scenarios. Their performance gaps become very significant when the number of channel taps is large.

VII. CONCLUSION

We have proposed a low-complexity iterative joint channel estimation, equalization and decoding technique for doubly selective channels. The key to the proposed technique is a segment-by-segment processing strategy. Through a virtual zero-padding technique, the proposed segment-by-segment equalizer inherits the low-complexity advantage of the conventional FDE technique. On the other hand, it does not resort to CP, thereby avoiding the power and spectral overheads of the conventional FDE technique. To effectively exploit the correlation characteristic of time-varying channels, we have also developed a low-complexity bidirectional channel estimation algorithm by using the recently proposed Gaussian message passing technique. Simulation results have demonstrated the effectiveness of the proposed equalization and channel estimation algorithms.

APPENDIX A

DERIVATION OF EQUATION (11)

Define

$$\tilde{x} = \begin{bmatrix} x_{\text{Re}} \\ x_{\text{Im}} \end{bmatrix}, \quad \tilde{r} = \begin{bmatrix} r_{\text{Re}} \\ r_{\text{Im}} \end{bmatrix}, \quad \tilde{n} = \begin{bmatrix} n_{\text{Re}} \\ n_{\text{Im}} \end{bmatrix},$$

and

$$\tilde{A} = \begin{bmatrix} A_{\text{Re}} & -A_{\text{Im}} \\ A_{\text{Im}} & A_{\text{Re}} \end{bmatrix}. \quad (47b)$$

Then a complex model given by (3) is equivalent to the following real one

$$\tilde{r} = \tilde{A}\tilde{x} + \tilde{n}. \quad (48)$$

From (47), we can see that $x_j = \tilde{x}_j = \bar{x}_j + \bar{n}$. Let us focus on $\tilde{x}_j$ and treat all the other bits as interference. Then (48) can be rewritten as

$$\tilde{r} = \tilde{a}_j \tilde{x}_j + \tilde{\xi}_j \quad (49)$$

where $\tilde{a}_j$ is the $j$th column of $\tilde{A}$, and $\tilde{\xi}_j = \sum_{j' \neq j} \tilde{a}_{j'} \tilde{x}_{j'} + \tilde{n}$, which can be approximated as a joint Gaussian random variable. We assume that $\tilde{V}(\bar{x}_{\text{Re}}^j, x_{\text{Im}}^j) = 0$, $\tilde{V}(x_{\text{Re}}^j, x_{\text{Im}}^j) = V(x_{\text{Re}}^j, x_{\text{Im}}^j)$, $\tilde{V}(n_{\text{Re}}, n_{\text{Im}}) = 0$, and $\tilde{V}(n_{\text{Re}}) = V(n_{\text{Re}})$ (which means that $\tilde{V}(x_{\text{Re}}^j, x_{\text{Im}}^j) = 0.5V(x_{\text{Re}}^j)$ and $\tilde{V}(n_{\text{Re}}) = 0.5V(n)$), then the covariance matrix of $\tilde{\xi}_j$ is given by

$$\tilde{V}(\tilde{\xi}_j) = \tilde{V}(\tilde{r}) - \frac{1}{2}\tilde{V}(x_j)\tilde{a}_j\tilde{a}_j^T \quad (50)$$

with

$$\tilde{V}(\tilde{r}) = \frac{1}{2} \left( \sum_{j=0}^{2^L-1} \tilde{V}(x_{(j)}^j)\tilde{a}_j\tilde{a}_j^T + C \right) \quad (51a)$$

and

$$C = \begin{bmatrix} \tilde{V}(\tilde{n}) & 0 \\ 0 & \tilde{V}(\tilde{n}) \end{bmatrix} \quad (51b)$$

where $(\cdot)_I$ denotes the modulo operation with respect to $I$.

Similarly to the real case, we can obtain the extrinsic LLR of $\tilde{x}_j$ as follows:

$$e(\tilde{x}_j) = 2^{-1} \tilde{a}_j^T \tilde{V}(\tilde{r})^{-1} (\tilde{r} - \tilde{E}(\tilde{r}) + \tilde{a}_j \tilde{E}(\tilde{x}_j) ) / \left( 1 - 2^{-1} \tilde{V}(\tilde{x}_j)\tilde{a}_j^T \tilde{V}(\tilde{r})^{-1}\tilde{a}_j \right). \quad (52)$$

We can verify that

$$e(x_j) = e(\tilde{x}_j) + ie(\tilde{x}_j + 1) = \tilde{a}_j^H \tilde{V}(\tilde{r})^{-1} (\tilde{r} - \tilde{E}(\tilde{r}) + \tilde{a}_j \tilde{E}(\tilde{x}_j) ) / \left( 1 - \tilde{V}(x_j)\tilde{a}_j^H \tilde{V}(\tilde{r})^{-1}\tilde{a}_j \right) \quad (53)$$

based on the fact that, for an invertible complex matrix $\tilde{B}$, the inverse of matrix $\tilde{B}$ defined as

$$\tilde{B} = \begin{bmatrix} B_{\text{Re}} & -B_{\text{Im}} \\ B_{\text{Im}} & B_{\text{Re}} \end{bmatrix} \quad (54)$$

is given by

$$\tilde{B}^{-1} = \begin{bmatrix} (B^{-1}_{\text{Re}}) & -(B^{-1}_{\text{Im}}) \\ -(B^{-1}_{\text{Im}}) & (B^{-1}_{\text{Re}}) \end{bmatrix}. \quad (55)$$

Equation (11) follows from (53).
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