Security analysis: Some possible attacks against the proposed scheme are presented below.

Attack 1: Although the group authority has the knowledge of \((r, s, k, h)\), the group signature cannot be forged without the secret key \(x_i\) of \(U_i\). It is impossible to obtain \(x_i\) from \(y_i\), without being able to solve the discrete logarithm problem. Moreover, because the generator \(q = g^{r_i}\) mod \(p\), \(k_i \in Z_p^*\), and \(a \in Z_q^*\), both \(q\) and \(a\) have the same order. Therefore, forging \((R, S)\) is as difficult as breaking the ElGamal’s scheme [3]. Since the group authority cannot forge the group signature, forgery by an adversary is even more difficult. Thus, the impersonation attack cannot be successful.

Attack 2: The signer \(U_i\) can be identified if we can obtain \(y_i\) from the signature \((R, S, h(m), A, B, C, D, E)\). Since the receiver does not know the \((r, s, k, h)\) of the group authority, he cannot check the equation \(D^r \cdot y_i = E^r \cdot \text{mod} \ p\). Obtaining \((s, k, h)\) from given \([A, B, C, D, E]\) depends on the discrete logarithm.

Attack 3: The group authority may not publish the information \((r, s, y)\) for the message \(m_i\)’s signature to enable a verifier to check the identity of \(U_i\). This does not damage the anonymity of \(U_i\)’s previous group signatures because the information \((r, s, y)\) is only provided for the specific group signature \((R, S, h(m), A, B, C, D, E)\). For different messages, \(U_i\) will have chosen different random integers \(a\) and \(b\) to generate group signatures. If an adversary wants to obtain \(a, b\) and \(x_i\) from given \([A, B, C, D, E]\), this is as difficult as solving the discrete logarithm.

Discussion: The improved scheme preserves the main merits inherent in most of the Lee-Chang scheme. In the case of a later dispute, the group authority may publish the information \((r, s, y)\) to enable a verifier to check the identity of the signer, although this does not damage the anonymity of the other previous signatures of the signer. Meanwhile, the group authority need not renew any key of the signer. The reason is that the information \((r, s, y)\) is only provided for the specific group signature \((R, S, h(m), A, B, C, D, E)\). Compared to the original scheme, the improved scheme requires some additional cost in terms of computational time and the size of the group signature. For generating a group signature, the signer \(U_i\) may precompute several different \((\alpha, A, B, C, D, E)\) using \((r, s)\) to reduce the real-time computational time.

Conclusions: We have proposed an improved group signature scheme based on the discrete logarithm. In our improvement, a group signature can be opened to reveal the identity of the signer, the anonymous signatures signed by other group members are not damaged. Meanwhile, the group authority also need not renew the keys of the signer. We have demonstrated some possible attacks against the proposed scheme. Under the difficulty of computing the discrete logarithm problem, we have shown that the improved scheme is secure against these attacks.
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Low density parity check codes with semi-random parity check matrix

Li Ping, W.K. Leung and Nam Phamdo

A semi-random approach to low density parity check code design is shown to achieve essentially the same performance as an existing method, but with considerably reduced complexity.

Introduction: Recently, there has been revived interest in the low density parity check code (LDPC) codes originally introduced in 1962 by Gallager [1]. It has been shown that such codes can achieve very good performances (within 1.5dB of theoretical limits) with modest decoding complexity [2]. An LDPC code is defined from a randomly generated parity check matrix \(H\) [2]. For the purpose of encoding, it is necessary to transfer \(H\) into \(H_{m}\), the equivalent systematic form of \(H\), which can be accomplished by Gaussian elimination. For a rate \(R = \frac{k}{n}\) \((k = \text{information length}, n = \text{coded length})\), the size of \(H\) is \((n-k) \times n\). When \(n\) is large, Gaussian elimination can be costly in terms of both memory and the operations involved. Besides, a considerable amount of memory is required to store \(H_{m}\) in the encoder, which is not necessarily sparse even though \(H\) is usually designed so.

In this Letter, we report a modified approach to LDPC code design. We adopt a semi-random technique, i.e. only part of \(H\) is generated randomly, and the remaining part is deterministic. The new method can achieve essentially the same performance as the standard LDPC encoding method with significantly reduced complexity.

Proposed approach: For simplicity, we will only consider binary codes. Decompose the codeword \(c\) as \(c = [p, d]\), where \(p\) and \(d\) contain the parity and information bits, respectively. Accordingly, we decompose \(H\) into \(H_{m1}\) and \(H_{m2}\) such that

\[
(H_{m1}, H_{m2}) \cdot [p, d] = 0
\]

In the proposed method, \(H_{m1}\) is constructed in some deterministic form. Empirically, we found the following a good choice (recall that \(H_{m2}\) must be a square matrix [3]):

\[
H_{m1} = \begin{bmatrix}
1 & 0 \\
1 & 1 \\
0 & 1 & 1
\end{bmatrix}
\]

We adopt the following rules to create \(H_{m2}\). Let \(t\) be a preset integer constrained by (i) \(t\) divides \(n-k\) and (ii) \(t\) divides \(kt\). Partition \(H_{m2}\) (which has \(n-k\) rows) into \(t\) equal sub-blocks as

\[
H_{m2} = \begin{bmatrix}
H_{m2}^{(1)} \\
\vdots \\
H_{m2}^{(t)}
\end{bmatrix}
\]

In each sub-block \(H_{m2}^{(i)}\), \(i = 1, 2 \ldots, t\), we randomly create exactly one element \(1\) per column and \(kt/(n-k)\) is per row. The partition in eqn. 3 is to best increase the recurrence distance of each bit in the encoding chain (see below) and, intuitively, reduces the correlation during the decoding process. The resultant \(H_{m2}\) has a column weight of \(t\) and a row weight of \(kt/(n-k)\) (the weight of a vector is the number of 1s among its elements).

Based on eqns. 1 and 2, \(p = [p]\) can easily be calculated from a given \(d = [d]\) as

\[
p_i = \sum_j b_{i,j} d_j \quad \text{mod} \ 2, \quad p_i = p_{i-1} + \sum_j b_{i,j} d_j \quad \text{mod} \ 2
\]

Compared with the standard LDPC code design [2], the above method has several advantages. First, the encoding process in eqn. 4 is much simpler than a full Gaussian elimination. Secondly, a random \(H_{m2}\) can be singular, which causes additional programming complexity in realising a specified rate. On the other hand, \(H_{m2}\) in eqn. 2 is always non-singular so the new method can realise any given rate directly and precisely. Thirdly, it requires very little memory to store \(H_{m2}\) in the encoder if \(H_{m2}\) is sparse (this can be ensured using small \(t\)).
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Non-binary convolutional codes for turbo coding

C. Berrou and M. Jézéquel

The authors consider the use of non-binary convolutional codes in turbo coding. It is shown that quaternary codes can be advantageous, both from performance and complexity standpoints, but that higher-order codes may not bring further improvement.

Introduction: Turbo codes are error correcting codes with at least two dimensions (i.e. each datum is encoded at least twice). The decoding of turbo codes is based on an iterative procedure using the concept of extrinsic information. Fig. 1 gives an example of a two-dimensional turbo code built from a parallel concatenation of two identical recursive systematic convolutional (RSC) codes with generators 15, 13 (octal notation). The global (non-iterative) decoding of such a code is too complex to be envisaged because of the very large number of states induced by the interleaver. An iterative procedure is therefore used, the two codes being decoded alternately in their own dimensions and the two associated decoders passing the result of their work to each other, at each iterative step.

Fig. 1 Two-dimension turbo code with generators 15, 13

Binary codes versus quaternary codes: Fig. 2a represents a block of size $k$ encoded by the code of Fig. 1. This block is seen as a two-dimensional $\sqrt{k} \times \sqrt{k}$ block and for simplicity we consider that the interleaver is a regular one: the sequence is encoded first by $C_1$, following the horizontal or lineewise dimension, and secondly by $C_2$, following the vertical or columnwise dimension. The dashes on both dimensions symbolize the path error packets at the output of the two decoders, at a particular step of the iterative process. These packets do not contain only erroneous decisions but they indicate where a wrong path has been chosen either by the decoder of $C_1$ or by the decoder of $C_2$. This corresponds to a certain path error density per dimension, which is the same in both dimensions if the component codes are identical.

Fig. 2 Path error packets in turbo decoding

a Binary codes
b Quaternary codes

Fig. 3 8-state quaternary recursive systematic convolutional (RSC) code with generators 15, 13

The performance of turbo decoding is strongly dependent on the path error density per dimension. Obviously, the more numerous and the longer the horizontal and vertical dashes in the square box are, the harder the convergence to the correct codeword is. Now for each component code, replace the binary code of Fig. 1 by the quaternary code of Fig. 3. The data are thus encoded and interleaved in couples. The size of the block is $k/2$ couples and the square box now has the dimensions $\sqrt{k/2} \times \sqrt{k/2}$ (Fig. 2b). When a decoder selects a path in the decoding trellis, the same amount of information is used in the cases of both binary and quaternary codes, therefore with half the number of transitions in the case of a quaternary code, giving path error packets which are half the...