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A B S T R A C T

Supervised Fisher Linear Discriminant Analysis (LDA) is a classical dimensionality reduction approach. LDA assumes each class has a Gaussian density and may suffer from the singularity problem when handling high-dimensional data. We in this work consider more general class densities and show that optimizing LDA criterion cannot always achieve maximum class discrimination with the geometrical interpretation. By defining new marginal inter- and intra-class scatters, we elaborate a pairwise criteria based optimized LDA technique called robust linearly optimized discriminant analysis (LODA). A multimodal extension of LODA is also presented. In extracting the informative features, two effective solution schemes are proposed. The kernelized extension of our methods is also detailed. Compared with LDA, LODA has four significant advantages. First, LODA needs not the assumption on intra-class distributions. Second, LODA characterizes the inter-class separability with the marginal criterion. Third, LODA avoids the singularity problem and is robust to outliers. Fourth, the delivered projection matrix by LODA is orthogonal. These properties make LODA more general and suitable for discriminant analysis than using LDA. The delivered results of our investigated cases demonstrate that our methods are highly competitive with and even outperform some widely used state-of-the-art techniques.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Utilizing dimensionality reduction to extract a small number of features from high-dimensional datasets before performing classification is important. The extracted features are supposed to be holding the most representative information from high-dimensional datasets which usually consist of redundant information and noise. In the last decades, many linear or nonlinear, supervised or unsupervised, global or local dimensionality reduction methods, e.g., [2,3,10,18,19,22,23,26,32] have been proposed. Details can be referred to [1]. Fisher Linear Discriminant Analysis (LDA) [2,3] and Principal Component Analysis (PCA) [3] are the two most representative techniques of global supervised and unsupervised methods, respectively. Linearized PCA and LDA are widely applied in the pattern recognition community and have been proven to be more powerful for performing feature representation and extraction. PCA and LDA is that they are both single-modal methods [34], making them unable to deliver satisfactory results when handling multimodal data distributions. It is also noticed that, when the class labels accompanied with the data samples are available, LDA tends to be more effective and efficient than using the unsupervised PCA for pattern classification and image recognition [9].

Different from structure preservation based PCA, LDA focuses on achieving maximum class discrimination for classification. But it is noted that LDA suffers from several drawbacks. One of the major drawbacks is LDA requires intra-class scatter to be nonsingular. But this requirement poses certain limitation to some emerging applications, which are mostly described by high-dimensional distributions, because most of real data have many attributes, e.g., gene distributions and global climate patterns. Thus this may limit its certain real applications. To address this problem, many approaches, including [4–7,18], have been proposed. Despite some success, performing these types of LDA variants for dimensionality reduction may lose certain important discriminative information [12]. The second shortcoming of LDA is that it requires an implicit assumption that each class has a unimodal Gaussian distribution [2,3], enabling LDA to find the best directions for discrimination [8]. Note that this condition usually cannot be satisfied in many practical applications, because most real datasets deliver more complex distributions. In another word, LDA is usually unable to find the optimal discriminative directions when intra-class distributions are multimodal or when there are some faraway points. Another disadvantage of LDA is the rank limitation on the inter-class scatters. To overcome these problems, some methods, e.g., [8,13–16], have recently been presented. But it is noted that these methods either still suffer from the singularity problem caused by the intra-class scatter or focus on utilizing the nonparametric intra- and inter-class sample neighbor information around each data point for discriminant analysis.
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The processing of real life applications can be quite demanding because virtually all real datasets are not unimodally distributed. Also, most of the sample points in a class are usually located closely forming a dense region (or, field), creating similar embeddings [10,11]. There are often many faraway points or outliers. For discriminant analysis, we should take this distribution behavior and the intra-class dense regions into account when we aim at defining an effective discrimination criterion. From this perspective, there exists a drawback in the LDA intra-class scatter. Recall that the intra- and inter-class scatters of LDA are formulated based on the intra-class means and global mean. For those complex real distributions, sample means of different classes may be the same or very close due to the effect of faraway points, although most of inter-class points may be distributed in separated clusters. In this case, minimizing the original LDA intra-class scatter is equivalent to congregating the embeddings of all data points. Besides, LDA inter-class scatter is measured as a sum of pairwise distances between each class mean and global mean, but a cumulative large distance cannot guarantee a high separability between pairwise classes. Thus, there are many research works [18,25,27,30], which have been proposed to improve the original LDA inter-class scatter. But it should be noted that these methods all rely on the sample means of total within-class points, implying that they are single-modal and are usually incapable of embedding multimodal datasets respectively. Most importantly, these methods are sensitive to the faraway points and do not consider the neighborhood information of data. To address this issue, Local Fisher Discriminant Analysis (LFDA) [20] has recently been introduced to overcome the weakness of LDA against intra-class multimodality and outliers [20]. We in this paper also consider the neighborhood information of data as LFDA, but we mainly focus on utilizing the density region computed from each class and defining new marginal intra- and inter-class scatter criteria for improving the original LDA. To the best of our knowledge, to data no related work on this topic has been studied. The followings highlight the four major contributions of our work:

- By constructing the neighborhood sub-graph of each class via nearest neighbor search, data graph of each class is divided into two parts, namely $l$-density-region and region out of the $l$-density-region according to the degrees of vertices. New marginal intra- and inter-class scatters are then formulated based on the density-regions. As a result, our proposed criterion is robust against the faraway sample points or outliers. Geometrical comparisons of our proposed marginal scatter criteria and the original LDA scatter criteria are also provided.

- Based on the newly defined large margin scatters, the drawbacks of LDA scatters can be effectively overcome. We then propose a general and robust linearly optimized discriminant analysis (LODA) technique. LODA finds the important marginal discriminant directions without assuming the class densities.

- LODA is linear, which makes it fast and suitable for real-world applications. Considering that nonlinear and multimodal structures are common in real data [20], we also focus on defining pairwise nonlinear and multimodal scatters and extending LODA to the nonlinear and multimodal dimensionality reduction scenarios for mining the nonlinear and multimodal structures hidden in the datasets.

- To avoid the singularity problem and compute the transforming axes steadily, the strategies of trace ratio (TR) optimization [19,22] and maximum margin criterion (MMC) [18] are used to formulate our presented problems. As a result, the obtained transforming basis vectors are guaranteed to be mutually orthogonal, implying that the similarity will not be changed if it is based on the Euclidean distance measure [22].

- The theoretical comparisons between our work and related works are elaborated. We mathematically show that our criterion is more general and exhibit a strong generalization capability. That is, PCA, LDA, MMC and Locality Preserving Projections (LPP) [23] can be interpreted with our criteria as special cases.

The outline of the paper is described as follows. In Section 2, we briefly review LDA. In Section 3, we describe our new marginal LODA scatter criteria mathematically. We then detail the multimodal extension of LODA. Two effective solution schemes are also presented. We then discuss the connections between this present work and the previous related works. We in Section 4 describe the simulation settings and evaluate our proposed techniques using benchmark datasets. Finally, we offer the concluding remarks in Section 5.

2. Fisher Linear Discriminant Analysis (LDA)

Let $x_i \in \mathbb{R}^n (i = 1, 2, \ldots, N)$ be vectors of $N$ dimensional data and $y_i \in \{1, 2, \ldots, c\}$ be the associated class labels, where $c$ is the number of classes. Then classical LDA aims to compute an optimal transformation matrix $\Sigma$ that maps each pattern $x_i$ of $X = [x_1, x_2, \ldots, x_N]$ from an $n$-dimensional space to a feature vector in a $d$-dimensional space ($d \leq n$). The embedding of each $x_i$ is then given by $\Sigma' x_i$, where $T$ denotes the transpose of a matrix or a vector. Let $S^{(b)}$ and $S^{(w)}$ denote the LDA inter-class scatter and intra-class scatter given as

$$S^{(b)} = \sum_{l=1}^{c} N_l (M^{(l)} - \overline{M})(M^{(l)} - \overline{M})^T,$$

$$S^{(w)} = \sum_{l=1}^{c} \sum_{y_i = l} (x_i - M^{(l)})^T (x_i - M^{(l)})^T,$$

where $N_l$ is the number of data points belonging to class $l \in \{1, 2, \ldots, c\}$. $\sum_{y_i = l}$ denotes the summation over $i$ such that $y_i = l$, $M^{(l)} = (1/N_l) \sum_{y_i = l} x_i$ is the average vector of points in class $l$ and $\overline{M} = (1/N) \sum_{l=1}^{c} \sum_{y_i = l} x_i$ is the global mean of all the data points. Then LDA finds the $n \times d$ transformation matrix $\Sigma$ from the following ratio trace (or, determinant ratio) [19,22] problem for discrimination:

$$\Sigma^* = \arg \max_{\Sigma \in \mathbb{R}^{n \times d}} \operatorname{Tr}(\Sigma^T S^{(w)} \Sigma^{-1})(\Sigma^T S^{(b)} \Sigma) = \arg \max_{\Sigma \in \mathbb{R}^{n \times d}} \frac{\| \Sigma^T S^{(b)} \Sigma \|}{\| \Sigma^T S^{(w)} \Sigma \|},$$

where $\operatorname{tr}(H)$ denotes the matrix trace of matrix $H$. That is, LDA finds a transformation matrix $\Sigma$ such that the inter-class scatter is maximized while the intra-class scatter is minimized. Provided that the intra-class scatter $S^{(w)}$ has full rank, then the optimal transforming axes of LDA are given by the eigenvectors $(\xi_l)_{l=1}^{d}$ associated with the generalized eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d$ of the following generalized eigen-problem:

$$(S^{(w)})^{-1} S^{(b)} \xi_l = \lambda_l \xi_l.$$

Note that $S^{(w)}$ is a positive semi-definite matrix, thus the inverse of $S^{(w)}$ may be singular. In order to ensure the stability of Eq. (4), we need to generalize $S^{(w)}$ by adding a regularization term and compute the transforming axes by solving the following generalized eigen-problem: $(S^{(w)} + \mu I)^{-1} S^{(b)} \xi_l = \lambda_l \xi_l$, where $\mu$ is a positive small number and $I$ is an identity matrix. Then a solution $\Sigma$ is analytically given as $\Sigma = (\xi_1 \xi_2 \cdots \xi_d)$. 


3. Robust linearly optimized discriminant analysis (LODA)

3.1. Formulation of LODA

For a given data matrix \( X = [x_1, x_2, ..., x_n] \) with class labels \( y_c \in \{1, 2, ..., c\} \), we firstly conduct \( k \)-nearest neighbor search (NNS) to determine the nearest neighbor set \( N^{(k)}_t \) of each sample \( x_t \) in subset \( X^{(k)} = [x_1, x_2, ..., x_n] \) belonging to the class \( k \in \{1, 2, ..., c\} \), where \( N_t \) denotes the number of sample points of the \( k \)th class. It is noted that \( x_t \) is the closest neighbor of the point \( x_t \) itself. We then construct \( c \) neighborhood sub-graphs within each given class. Considering that, in real applications, sample points from the same object or class tend to be densely distributed with similar embeddings \([10,11,23]\), thus most data points within an object or a class are distributed closely together. And commonly there is a small number of sample data points that are far away from the dense cluster center and are usually treated as outliers. The simple two-class case problem shown in Fig. 1(a) is a representative example of the real-world datasets.

In order to explain the algorithm, we only show the neighborhood sub-graph \( G_0^c \) within the class \( r \) in Fig. 1(a) to make the figure clearer. We conduct the \( k = 3 \) nearest neighbor search to find the neighbors of each data point and construct the neighborhood sub-graph \( G_0^c \) for the class \( r \). Based on the above descriptions, the following definitions are stated prior to formulating our proposed new scatter criteria.

**Definition 1.** (l-density-region). The l-density-graph \( G_l^c \) of class \( l \) consists of vertices \( \{x_t\}_{t=1}^{N_l} \), that are included in class \( l \) and have degree \( D_l \geq (\max(D_l^c) + \min(D_l^c)) / \beta \) in the neighborhood sub-graph \( G_l^c \) within class \( l \). Where \( D_l^c,i = 1, 2, ..., q_l \) denotes the degree of each vertex \( x_t \), \( q_l \) is the number of vertices in graph \( G_l^c \), \( x_t \) denotes a node or a vertex in the l-density-graph \( G_l^c \), the density-data matrix \( X^{(l)} = [x_1^l, x_2^l, ..., x_n^l] \), \( \beta \) is a controlling parameter, \( \max(D_l^c) \) and \( \min(D_l^c) \) denote the maximal and minimal values of \( D_l^c \), respectively.

**Definition 2.** (l-density-region). The l-density-region \( A_l^c \) within class \( l \) is defined by the region that is formed by the vertices in \( X^{(l)} = [x_1^l, x_2^l, ..., x_n^l] \) and edges or links included in the l-density-graph \( G_l^c \). The sub-graph within the l-density-region is called the l-density-graph of class \( l \).

We present the procedures for constructing the l-density-graph \( G_l^c \) within each class \( l \) in Table 1, where \( W \) is a symmetric matrix, \( F \) actually reflects the importance of the vertices in the neighborhood graph, that is the bigger the value of \( F_{r,c} \), the more important the corresponding vertex is. It is noticed that \( \beta \) is the key parameter for determining the range of the l-density-region \( A_l^c \) within class \( l \). According to Definition 1, the bound of degree \( D_l^c \) is \( \max(D_l^c) \geq D_l^c \geq \min(D_l^c) \). Thus the bound of \( \beta \) is

\[
\frac{(\max(D_l^c) + \min(D_l^c))}{\max(D_l^c)} \leq \beta \leq \frac{2 \max(D_l^c)}{\max(D_l^c) + \min(D_l^c)} .
\]

(5)

It is noted that when \( k \) in NNS is set to \( N_t \), all data points have the same degrees, i.e. \( N_t - 1 \). In this case, the lower bound and upper bound of \( \beta \) will be the same. According to Definitions 1 and 2, we have circled the constructed density-regions of the two classes using the schematic illustration in Fig. 1(a). In this case, \( \beta = 3 \), \( \min(D_l^c) = 3 \) over \( l \) and the lower bound of \( D_l^c \) is 5. Based on Definition 2, we can easily obtain the sample mean \( \bar{M}^{(l)} = (1/q_l) \sum_{x_t^l} x_t^l \) within class \( r \) through the points belonging to the r-density-region. Note that we

---

**Table 1**

Procedures for constructing the l-density-graph \( G_l^c \) within each class \( l \).

<table>
<thead>
<tr>
<th>( \text{Step} )</th>
<th>( \text{Description} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>( X^{(l)} = [x_1^l, x_2^l, ..., x_n^l] ); Data matrix of class ( l ).</td>
</tr>
<tr>
<td>(2)</td>
<td>Determine the neighbors of each point and construct the neighborhood graph ( G_l^c ) within class ( l ).</td>
</tr>
<tr>
<td>(3)</td>
<td>Construct a weight matrix ( W ) whose entries ( W_{r,c} = 1 ) if ( x_t ) and ( x_c ) are neighbors, and else 0.</td>
</tr>
<tr>
<td>(4)</td>
<td>Define a row or column vector ( F ) with entries ( F_r^c = \sum W_{r,c} ) Sort ( F ) in descending order.</td>
</tr>
<tr>
<td>(5)</td>
<td>Determine the vertices ( x_t ) whose degrees ( D_l^c ) are bigger than ( D_l^c ) according to Step (4) and Eq. (5) and then form the density-data matrix ( X^{(l)} = [x_1^l, x_2^l, ..., x_n^l] ).</td>
</tr>
<tr>
<td>(6)</td>
<td>The neighborhood relationships among the samples of ( X^{(l)} ) form the final l-density-graph.</td>
</tr>
</tbody>
</table>
have also shown the computed sample means of the two classes in Fig. 1(a).

3.1.1. Newly defined intra-class scatter

We define a marginal intra-class scatter criterion and compare it with the scatter \( \Sigma^{(w)} \) of LDA. We firstly consider a typical three-class case in Fig. 2(a), in which the class label information of data points and the corresponding class means are also shown. We see that the three means over all the intra-class data points are closely together due to the effect of faraway sample points. This phenomenon is rather common in real data, because most real data are rather noisy and filled with some redundant information.

Considering that the LDA intra-class scatter \( \Sigma^{(w)} \) aims at minimizing the difference between each within-class point and their class mean by optimizing the criterion in Eq. (2). As a result, data points of different classes in Fig. 2(a) tend to be congregated when minimizing \( \Sigma^{(w)} \), though maximizing the LDA inter-class scatter \( \Sigma^{(b)} \) can improve the inter-class separation to some extent. Note that we will detail the disadvantages of optimizing \( \Sigma^{(b)} \) in next section. According to Definitions 1 and 2 and our computational method of the class means, we can easily achieve the density-graph of each class and the density-region based sample means, which are shown in Fig. 2(b). We see clearly that the class means computed by using our method will not be affected by the faraway points or outliers, implying that our proposed criterion will be robust against the outliers. Actually, this observation is significantly important for subsequent classification process, because the decision boundary of classifier is usually sensitive to the outliers. And more importantly, the differences or margins between the class means are larger than those shown in Fig. 2(a). This will significantly contribute to characterizing the inter-class separability. Then the density-region based marginal intra-class scatter \( L^{(w)} \) of LODA is defined as minimizing

\[
L^{(w)} = \sum_{l=1}^{c} \frac{q_l}{N_l} \sum_{i=1}^{N_l} (x_l^i - \bar{M}^{(l)}) (x_l^i - \bar{M}^{(l)})^T. \tag{6}
\]

Clearly, \( L^{(w)} \) shares the same form as the scatter \( \Sigma^{(w)} \) of LDA, but it is noted that the intra-class compactness in LODA is measured as the sum of distances between each within-class data point and its class mean computed from the density-region. It is worth noting that minimizing \( L^{(w)} \) is also capable of achieving enhanced inter-class separation compared with minimizing scatter \( \Sigma^{(w)} \) due to the fact that the margins of inter-class means have been significantly enlarged in the \( L^{(w)} \) criterion. Then \( L^{(w)} \) can be interpreted as the following matrix form:

\[
L^{(w)} = \sum_{l=1}^{c} \frac{q_l}{N_l} \sum_{i=1}^{N_l} \left[ X_l^i - \frac{1}{N_l} \sum_{j=1}^{N_l} X_l^j \right] \left[ X_l^i - \frac{1}{N_l} \sum_{j=1}^{N_l} X_l^j \right]^T
\]

\[
= \sum_{l=1}^{c} \frac{q_l}{N_l} \left[ \sum_{i=1}^{N_l} X_l^i X_l^i^T - \frac{1}{N_l} \sum_{i=1}^{N_l} \sum_{j=1}^{N_l} X_l^i X_l^j - \frac{1}{N_l} \sum_{j=1}^{N_l} \sum_{i=1}^{N_l} X_l^j X_l^i \right]
\]

\[
= \sum_{l=1}^{c} \frac{N_l}{q_l} \sum_{i=1}^{N_l} \left[ X_l^i X_l^i^T - \frac{1}{N_l} \left( L^{(w)} + L^{(w)^T} \right) + \frac{1}{q_l} e^{(w)^T} e^{(w)^T} \right]. \tag{7}
\]

where \( L^{(w)} = X^{(w)^T} X^{(w)} \), \( e^{(w)} \) is a \( 1 \times N_l \) vector of all ones, and \( e^{(w)^T} \) is a \( 1 \times q_l \) vector of all ones.

3.1.2. Newly defined inter-class scatter

Next we will detail the inter-class scatter \( L^{(b)} \) for LODA. We begin with another three-class case in Fig. 3. We observe from Fig. 3(a) that the mean \( M^{(t)} \) of class \( t \) is far away from the other two means \( M^{(j)} \) and \( M^{(c)} \) that are close together. On one hand, by defining the intra-class density-regions in Fig. 3(b), we can characterize the inter-class separability with a marginal criterion. In another word, the sum of distances between the inter-class means in Fig. 3(b) is much larger than that of Fig. 3(a) by applying our definition method.

On the other hand, recall that the inter-class scatter \( S^{(b)} \) in LDA is measured as the sum of distances between every class mean \( M^{(j)} \), \( j = 1, 2, ..., c \) and their global mean \( \bar{M} \). It is important to notice that a large sum of the distances between \( M^{(t)} \) and \( \bar{M} \), for instance in Fig. 3(a) is unable to guarantee that \( M^{(t)} \) and \( \bar{M} \) can be mapped far away in the reduced space. As a result, minimizing \( S^{(w)} \) simultaneously is equivalent to pushing data points of class \( t \) and class \( r \) closely together. This will directly result in a low inter-class separation and a high classification error; this is critical for performing discrimination. Note that the pairwise inter-class criteria [18,25,27,30] has been addressed to improve the scatter \( S^{(b)} \). But these criteria still rely on class means of all the intra-class data points, making them suffer from the same problem as LDA does. That is to say that for real datasets, the intra-class mean is notably affected by the faraway points and then congregated. This work defines a new density-region based marginal inter-class

Fig. 2. Geometrical comparison of the intra-class scatter criteria of LDA (left) and LODA (right).
A large class number \(n \times d\) transformation matrix \(\Xi = [\varphi_1, \varphi_2, \ldots, \varphi_d]\) is relaxed, implying that LODA is the density-regions. By utilizing this definition, the rank limit is relaxed. Under this case, the pairwise distances of the class means computed from the inter-class separation have been improved using the above pairwise criteria by maximizing 

\[ L_{\text{b}} = \sum_{l=1}^{c} \sum_{i=1}^{n_l} \sum_{j=1}^{n_l} q_l q_i (M_l - M_i)(\overline{X}_l - \overline{X}_i)^T. \]

(8)

That is, the inter-class separation in LODA is measured as the compactness and inter-class separation because the difference or marginal between each class mean and other class means have been significantly enlarged by LODA. Similarly, the symmetric marginal inter-class scatter matrix \(L^{(b)}\) can be also described by using the following matrix form:

\[
L^{(b)} = \sum_{l=1}^{c} \sum_{i=1}^{n_l} \sum_{j=1}^{n_l} q_l q_i (M_l - M_i)(\overline{X}_l - \overline{X}_i)^T.
\]

(9)

where matrices \(L^{(b)}_l = \overline{X}_l \overline{X}_l^T\) and \(\overline{X}_l\) is a \(q_l \times q_l\) matrix with all the elements equating to one.

3.1.3. The objective function and solution

**LODA solution scheme 1**: To compute the transformation basis vectors \(\varphi_1, \ldots, \varphi_d\), of LODA and avoid the matrix singularity, a maximum margin criterion (MMC) [18] based objective function for LODA is defined as

\[
\text{Max } \text{Tr}(\Xi^T (L^{(b)} - L^{(w)})) \text{ subject to } \Xi^T \Xi = I. \tag{10}
\]

(10)

By introducing the Lagrangian function \(\tilde{j}\) of Eq. (10) with the multiplier \(\bar{\lambda}_i\), we can then obtain

\[
\tilde{j}(\Xi, \bar{\lambda}_i) = (L^{(b)} - L^{(w)})\Xi + \bar{\lambda}_i (\|\Xi\|^2 - 1). \tag{11}
\]

(11)

By taking the derivatives with respect to \(\Xi\) and \(\bar{\lambda}_i\) and zeroing it, we can get the following typical eigenvalue problem: \((L^{(b)} - L^{(w)})\Xi = \bar{\lambda}_i \Xi\), where \(\Xi\) and \(\bar{\lambda}_i\) are the standard eigenvalues and transforming basis vectors of the matrix \((L^{(b)} - L^{(w)})\), respectively. That is, the optimal projection matrix \(\Xi^*\) can be obtained by solving

\[
\Xi^* = \arg\max_{\Xi \in \mathbb{R}^{d \times d}} \text{Tr}(\Xi^T (L^{(b)} - L^{(w)})) \tag{12}
\]

(12)

From Eq. (12), the orthogonal projection matrix \(\Xi = [\tilde{\xi}_1, \tilde{\xi}_2, \ldots, \tilde{\xi}_d]\) can be analytically obtained. In this paper, we refer to the MMC based LODA as LODA. The algorithmic procedures of LODA are summarized in Table 2.

**LODA solution scheme 2**: Based on the newly defined intra-class and inter-class scatters \(L^{(w)}\) and \(L^{(b)}\), LODA can also be simply

\[
L^{(w)}_l = \sum_{i=1}^{n_l} \sum_{j=1}^{n_l} q_l q_i (M_l - M_i)(\overline{X}_l - \overline{X}_i)^T.
\]

(9)

Table 2

Maximum margin criterion based linearly optimized discriminant analysis (LODA).

<table>
<thead>
<tr>
<th>Input:</th>
<th>Data points ((x_i, y_i) \in \mathbb{R}^n, y_i \in {1, 2, \ldots, c})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>(n \times d) transformation matrix (\Xi = [\varphi_1, \varphi_2, \ldots, \varphi_d])</td>
</tr>
</tbody>
</table>

(1) \(X = [x_1, x_2, \ldots, x_n]\); \(\%\) data matrix.
(2) For each class \(k \in \{1, \ldots, c\}\), using the procedures in Table 1 to construct the \(l\)-density-graph.
(3) Compute the sample mean \(\overline{M}_l\) of class \(l\) using the data points in \(X_l\) of the \(l\)-density-region.

The geometrical comparison of the inter-class scatter criteria of LDA (left) and LODA (right).

Fig. 3.

Table 2

Maximum margin criterion based linearly optimized discriminant analysis (LODA).
defined as the following LDA-style trace ratio (TR) form problem:
\[
\max_{\mathcal{Z} \in \mathbb{S}^{d-1}} \operatorname{Tr}(\mathcal{Z}^T L^{(b)} \mathcal{Z})/\operatorname{Tr}(\mathcal{Z}^T L^{(w)} \mathcal{Z}) \quad \text{subject to} \quad \mathbf{Z}^T \mathbf{Z} = I.
\] (13)

Note that this TR problem is usually converted into the simplified ratio trace (RT) problem to find the optimal projection matrix by \( \mathcal{Z} = \arg\max_{\mathcal{Z} \in \mathbb{S}^{d-1}} \operatorname{Tr}(\mathcal{Z}^T L^{(b)} \mathcal{Z})^{-1}(\mathcal{Z}^T L^{(b)} \mathcal{Z}) \) as LDA. Then this problem can be easily solved by using the generalized eigen-decomposition approach, but the obtained solution may not optimal and does not necessarily best optimize the corresponding TR optimization problem [21]. In this paper, the iterative TR [19,22] is employed to solve the TR problem of LODA. ITR tackles the TR problem in Eq. (13) by directly optimizing the objective \( \operatorname{Tr}(\mathcal{Z}^T L^{(b)} \mathcal{Z})/\operatorname{Tr}(\mathcal{Z}^T L^{(w)} \mathcal{Z}) \) under the assumption, i.e., column vectors of \( \mathcal{Z} \) are orthogonal together. For given \( \mathcal{Z} \) at each iteration \( v \), \( \mathcal{Z}^0 \) can be obtained by the following trace difference (TD) problem:

\[
\mathcal{Z}^0 = \arg\max_{\mathcal{Z} \in \mathbb{S}^{d-1}} \operatorname{Tr}(\mathcal{Z}^T (I^{(b)} - \mathcal{Z}^T L^{(w)} \mathcal{Z})),
\] (14)

and then ITR renews \( \mathcal{Z}^{v+1} \) as TR value given by \( \mathcal{Z}^v \): \( \mathcal{Z}^{v+1} = \operatorname{Tr}(\mathcal{Z}^T L^{(b)} \mathcal{Z}^v)/\operatorname{Tr}(\mathcal{Z}^T L^{(w)} \mathcal{Z}^v) \) until convergence. Mathematical proof showing that ITR can converge to the global optimum [19]. See the theoretical proofs of ITR in [19]. It is also noted that, under TR criterion, the orthogonal constraint \( \mathcal{Z}^T \mathcal{Z} = I \) is always imposed. In another word, the obtained projection matrix is also guaranteed to be orthogonal and the similarity between the data points can be efficiently preserved if it is based on Euclidean distance measure according to [19,22].

It is worth noting that, in ITR, \( \mathcal{Z}^0 \) needs to be initialized as an arbitrary orthogonal matrix, which implies that ITR maybe unstable due to the randomness. And most importantly, the orthogonal initialized \( \mathcal{Z}^0 \) is difficult to be constructed and a bad initialization may greatly increase the number of iterations in the optimization. In this paper, we initialize \( \mathcal{Z}^0 \) instead of initializing \( \mathcal{Z}^0 \) to be the orthogonal matrix as [22]. The solutions of LODA can then be effectively solved by this revised ITR. ITR, in summary, for the positive semi-definite matrices \( L^{(b)} \) and \( L^{(w)} \), the algorithmic procedures are described in Table 3. The construction steps of the scatterers \( L^{(w)} \) and \( L^{(b)} \) are the same as Table 2. Similarly, this work refers to this TR criterion based LODA as TR-LODA.

3.1.4. Comparison between LODA, LDA and MMC

We mainly compare our proposed LODA algorithm with LDA and MMC from the following four aspects:

1. LDA and MMC are based on utilizing all the data points to construct the intra-class scatter \( S^{(w)} \) and inter-class scatter \( S^{(b)} \), whilst the scatterers \( L^{(w)} \) and \( L^{(b)} \) of LODA are based on the density-graphs and density-regions. As a result, our proposed criteria are more robust to the outliers in real applications than LDA and MMC criteria. It is noted that, for an evenly distributed dataset, degrees \( D^l,i = 1,2,\ldots,N_i \) of all the vertices may be the same. Or when \( k \) value in NNS is set to \( N_i \), the \( d \)-length graph and \( d \)-length-region within class \( l \) will be consisted of all data points belonging to the class \( l \). Or when \( \beta = (\max(D_i) + \min(D_i))/\min(D_1) \), that is \( \Phi^{(w)} = \Phi^{(b)} \). In these cases, the sample mean of class \( l \) can be calculated as \( \Phi_i^{(l)} = (1/N) \sum_{j=1}^{N_i} \Phi_j^{(l)} \), which is equivalent to \( \Phi_i^{(l)} \) in LDA, thus the intra-class scatter \( L^{(w)} \) of LODA can then be transformed into

\[
L^{(w)} = \sum_{l=1}^{c} \sum_{\pi=1+1}^{N_l} \left( \frac{1}{N_l} \sum_{j=1}^{N_i} \Phi_j^{(l)} \right) \left( \frac{1}{N_l} \sum_{j=1}^{N_i} \Phi_j^{(l)} \right)^T.
\] (5)

which is just the intra-class scatter \( S^{(w)} \) of LDA. Similarly, the marginal scatter \( L^{(b)} \) can be reformulated as

\[
L^{(b)} = \sum_{l=1}^{c} \sum_{j=1}^{N_l} N_l N_i (\Phi_i^{(l)} - \Phi_i^{(l)}) (\Phi_i^{(l)} - \Phi_i^{(l)})^T.
\] (6)

(1) Initialize \( \mathcal{Z} = 0 \), step \( v = 0 \).
(2) Solve the standard eigenvalue problem \( L^{(b)} - \Phi^{(b)} \) and calculate the vectors \( \{w_i\}_{i=1}^{d} \) of \( L^{(b)} - \Phi^{(b)} \) by conducting the eigen-decomposition.
(3) Projection matrix \( \mathcal{Z}^* = \{w_i\}_{i=1}^{d} \) is formed by the eigenvectors according to the first \( d \) leading eigenvalues \( \{\lambda_i\}_{i=1}^{d} \) of the matrix \( L^{(b)} - \Phi^{(b)} \).
(4) Renew \( \mathcal{Z}^{v+1} \) by computing \( \mathcal{Z}^{v+1} = \mathcal{Z}^{v} \operatorname{Tr}(\mathcal{Z}^T L^{(b)} \mathcal{Z})/\operatorname{Tr}(\mathcal{Z}^T L^{(w)} \mathcal{Z}) \).
(5) If \( |\mathcal{Z}^{v+1} - \mathcal{Z}^v| < \varepsilon \), go to Step 6; else \( v = v + 1 \), Steps 2–4 repeat.
(6) Output \( \mathcal{Z} = \mathcal{Z}^v \), and \( \Phi^{(l)} = \Phi^{(l)} \).

Table 3

<table>
<thead>
<tr>
<th>TR criterion based robust linearly optimized discriminant analysis (TR-LODA).</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Initialize ( \mathcal{Z} = 0 ), step ( v = 0 ).</td>
</tr>
<tr>
<td>(2) Solve the standard eigenvalue problem ( L^{(b)} - \Phi^{(b)} ) and calculate the vectors ( {w_i}_{i=1}^{d} ) of ( L^{(b)} - \Phi^{(b)} ) by conducting the eigen-decomposition.</td>
</tr>
<tr>
<td>(3) Projection matrix ( \mathcal{Z}^* = {w_i}<em>{i=1}^{d} ) is formed by the eigenvectors according to the first ( d ) leading eigenvalues ( {\lambda_i}</em>{i=1}^{d} ) of the matrix ( L^{(b)} - \Phi^{(b)} ).</td>
</tr>
<tr>
<td>(4) Renew ( \mathcal{Z}^{v+1} ) by computing ( \mathcal{Z}^{v+1} = \mathcal{Z}^{v} \operatorname{Tr}(\mathcal{Z}^T L^{(b)} \mathcal{Z})/\operatorname{Tr}(\mathcal{Z}^T L^{(w)} \mathcal{Z}) ).</td>
</tr>
<tr>
<td>(5) If (</td>
</tr>
<tr>
<td>(6) Output ( \mathcal{Z} = \mathcal{Z}^v ), and ( \Phi^{(l)} = \Phi^{(l)} ).</td>
</tr>
</tbody>
</table>
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3.2. Multimodal extension of LODA

3.2.1. Multimodal intra-class and inter-class scatters

Intrinsic multimodal structure is common in real applications [11]. Thus, preserving the multimodal structures for dimensionality reduction and discriminant analysis is also an important issue that needs to be addressed. We first take the two-class case problem in Fig. 1(b) as an example, in which each class has two isolated clusters, i.e. multimodal. Accordingly the density-region within each class is consisted of two density sub-regions, because the density-graph within the same class may be disconnected due to multimodal distributions. Next we will extend LODA to multimodal scenarios for endowing LODA the capability to handle multimodal datasets.

Similarly, the density-graphs based multimodality preserving intra-class scatter criterion $ML^{(w)}$ of MLODA can be defined as the following pairwise description from $L^{(w)}$:

$$ML^{(w)} = \sum_{l=1}^{c} \sum_{l_{ij}=1}^{N_{l}} \sum_{l_{ij}=1}^{N_{l}} (x_{l} - x_{j}) (x_{l} - x_{j})^{T} A_{l_{ij}}^{(w)},$$  

which is minimized to measure the intra-class compactness. To preserve the multimodal structures of the datasets, weight matrix $A_{l}^{(w)}$ is added to represent the proximity around each data point $x_{l}$ in the $l$-density-region of class $l$. Note that $A_{l}^{(w)}$ can be similarly defined as the similarity matrix of Locality Preserving Projections (LPP) [23]. $A_{l}^{(w)}$ also aims at keeping the projections of all similarity neighboring pairs from the same class in close vicinity of the original space still close in the reduced space. As a result, the intrinsic multimodality can be effectively preserved. For the simple-minded method [10], $A_{l}^{(w)} = 1$ if $x_{l}$ (or, $x_{j}$) and $x_{l}$ are mutually neighbors of a class, and $A_{l_{ij}}^{(w)} = 0$ if $x_{l}$ (or, $x_{j}$) is not a neighbor of $x_{l}$. Thus minimizing $ML^{(w)}$ is equivalent to improving the tightness of all the data points in the same class without losing multimodal distributions. Based on similar algebra computation, we can interpret the multimodal intraclass scatter $ML^{(w)}$ with the following matrix form:

$$ML^{(w)} = \sum_{l=1}^{c} \sum_{l_{ij}=1}^{N_{l}} \sum_{l_{ij}=1}^{N_{l}} (x_{l} - x_{j}) (x_{l} - x_{j})^{T} A_{l_{ij}}^{(w)}$$

$$= \sum_{l=1}^{c} \sum_{l_{ij}=1}^{N_{l}} \left[ \sum_{j=1}^{N_{l}} A_{ij}^{(w)} x_{l}^{T} x_{i} - \sum_{i=1}^{N_{l}} A_{ij}^{(w)} x_{l}^{T} x_{j} \right]$$

$$= \sum_{l=1}^{c} \sum_{l_{ij}=1}^{N_{l}} \left[ \sum_{j=1}^{N_{l}} A_{ij}^{(w)} x_{l}^{T} x_{j} + \sum_{i=1}^{N_{l}} A_{ij}^{(w)} x_{l}^{T} x_{j} \right]$$

$$= \sum_{l=1}^{c} \sum_{l_{ij}=1}^{N_{l}} \left[ q_{l} x_{l}^{T} x_{l}^{T} (l^{(w)} + Q^{(w)} q_{l}^{T}) \right],$$  

where $l^{(w)} = X^{T} Q^{(w)} X^{T}$, $Q^{(w)}$ is a $N_{l} \times q_{l}$ matrix with entries $Q_{ij}^{(w)} = (q_{l}/N_{l}) A_{ij}^{(w)}$, $l^{(w)}$ and $Q^{(w)}$ are diagonal matrices with entries being the column and row sums of $A_{l}^{(w)}$ respectively.

Analogous to the definition of pairwise inter-class criterion $L^{(b)}$, the density-region based marginal multimodal inter-class scatter criterion $ML^{(b)}$ for our MLODA can be formulated as the following pairwise form:

$$ML^{(b)} = \sum_{l_{ij}=1}^{c} \sum_{l_{ij}=1}^{c} (x_{l} - x_{j}) (x_{l} - x_{j})^{T}$$

which will be maximized to measure the inter-class separation. Clearly, $ML^{(b)}$ can be considered as a multimodal interpretation of the pairwise inter-class criteria [27,30]. But note that our scatter $ML^{(b)}$ is defined based on the density-regions rather than all the data points of each class. Clearly, the scatter matrix $ML^{(b)}$ is defined as the sum of pairwise distances between points $x_{l}$ and $x_{j}$ from $l$-density-region and $j$-density-region, respectively. Thus maximizing $ML^{(b)}$ can push points of different density-regions far apart without losing the multimodal structures in the dimension-reduced space. By using matrix interpretation, scatter $ML^{(b)}$ can be reformulated as

$$ML^{(b)} = \sum_{l=1}^{c} \sum_{l_{ij}=1}^{c} q_{l} q_{j} x_{l}^{T} x_{j} - \sum_{i=1}^{N_{l}} x_{i}^{T} x_{i} + \sum_{j=1}^{N_{l}} x_{j}^{T} x_{j}$$

$$= \sum_{l=1}^{c} \sum_{l_{ij}=1}^{c} \left[ q_{l} x_{l}^{T} x_{l}^{T} (l^{(b)} + L^{(b)} q_{l}^{T}) + q_{j} x_{j}^{T} x_{j}^{T} \right],$$

where $L^{(b)} = X^{T} Q^{(b)} X^{T}$ and $Q^{(b)}$ is a $q_{l} \times q_{l}$ matrix with all entries $Q_{ij}^{(b)} = 1$. Clearly, $ML^{(b)}$ is symmetric.

3.2.2. The objective function and solution

Similar to LODA, maximizing marginal $ML^{(b)}$ and minimizing marginal $ML^{(w)}$ can exhibit enhanced intra-class compactness and inter-class separation. Based on the scatters $ML^{(w)}$ and $ML^{(b)}$, the objective function of MLODA can be similarly formulated as the following TR criterion and MM criterion based problems:

$$J_{TR-MLODA}(\Xi) = \max_{\Xi \in R^{q_{l}}} \text{Tr}(\Xi^{T} ML^{(b)}(\Xi) \Xi) \text{ subject to } \Xi^{T} \Xi = I,$$  

$$J_{MM-MLODA}(\Xi) = \max_{\Xi \in R^{q_{l}}} \text{Tr}(\Xi^{T} ML^{(w)}(\Xi) \Xi) \text{ subject to } \Xi^{T} \Xi = I.$$  

Similarly, we refer to TR criterion based robust MLODA as TR-MLODA and MM criterion based MLODA as MLODA. Notice that the TR optimization process of TR-MLODA is similar in spirit to that of optimizing the TR-LODA criterion. Detailed computational issue will not provided due to the page limitation.

The transforming basis vectors of MLODA can be similarly obtained as LODA by solving a standard eigen- problem. Let $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{d}$ be the eigenvectors, ordered according to the eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{d}$, we can then take as transforming axes of MLODA the eigenvectors corresponding to maximum eigenvalues of the following eigen-value problem: $(ML^{(w)} - ML^{(b)}) \lambda_{i} = \lambda_{i} \lambda_{i}$. Then a solution of MLODA is analytically given as $\Xi = (\lambda_{1}, \lambda_{2}, \cdots, \lambda_{d})$.

It is important to note that the processes of computing the projection axes of MLODA and TR-MLODA are also stable as the computation processes can avoid the matrix inverse operation. Most importantly, the obtained projection matrices are orthogonal. The algorithmic procedures of obtaining the transforming basis vectors from MLODA and TR-MLODA can be similarly implemented as Tables 1 and 2.

3.2.3. Comparison with LODA, LDA, MMC, PCA, LPP and LFDA

**Comparison with LDA, MMC and LODA**: MLODA is a natural extension of LODA, so they share some common advantages. The margins of inter-class clusters and intra-class clusters can also be enlarged by MLODA and the compactness of intra-class points can be shrunk at the same time. Also, there is no assumption on intra-class data distributions in MLODA. Different from LDA, MMC and LODA, MLODA can avoid computing the intra-class means and global mean. Thus, for a multimodally distributed dataset, using the MLODA criterion will not project the intra-cluster data.
points into a single cluster. Also, MLODA is robust against the outliers as LODA.

**Connection with PCA, LPP and LFDA:** For an evenly distributed dataset, degrees \(D_i, i = 1, 2, \ldots, N\) of all the vertices may be the same, or when \(\beta = (\max(D_i) + \min(D_i)\)/\(2\). Thus the density-region within each class contains all the data points of a class. As a result, the sample set \(X^c\) out of the \(i\)-density-region is empty and set \(X^c\) will be generalized to \(X^l\), then the intra-scatter matrix \(ML^{(w)}\) can be transformed into

\[
ML^{(w)} = \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)^T(x_i - x_j)^T \Lambda^{(w)}_{ij},
\]

which can be considered as a supervised weighted metric for LPP. It is also noted that when \(\Lambda^{(w)}_{ij}\) is similarly defined as [20], \(ML^{(w)}\) is equivalent to the local scatter matrix of the LFDA algorithm.

It is noted that

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T = \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T = 0_{N \times N}.
\]

Also because

\[
\sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T = \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)(x_i - x_j)^T = 0_{N \times N},
\]

the multimodal inter-class scatter \(ML^{(b)}\) can be converted into the following pairwise form:

\[
ML^{(b)} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)^T(x_i - x_j)^T + \sum_{i=1}^{N} \sum_{j=1}^{N} (x_i - x_j)^T(x_i - x_j)^T.
\]

Clearly, Eq. (25) is just the total scatter matrix of the PCA criterion, thus maximizing \(Z^TML^{(b)}Z\) is equivalent to optimizing the PCA criterion.

### 3.3. Kernelized LODA and MLLODA for nonlinear dimensionality reduction

This section considers extending LODA and MLLODA to the nonlinear scenarios by employing the standard kernel trick [31]. Kernelized LODA and MLLODA find matrix \(Y=[y_1, \ldots, y_a]\) for projections. Let \(\phi\) be the mapping from \(Y\) to a higher-dimensional space \(\mathbb{R}^p\). This mapping can be implicitly defined by using a kernel function. More specifically, the \((ij)\)th entry of a kernel matrix \(K\) is given by \(K_{ij}=K(x_i, x_j) = \phi(x_i)^T\phi(x_j)\). The Gaussian RBF kernel [31] with parameter \(\sigma\), a typical choice of the kernel function, is defined as

\[
K(x_i, x_j) = \exp(-\|x_i - x_j\|^2/2\sigma^2).
\]

We take the computational formulation of kernelizing LODA as an example. Rewriting every \(\zeta\) in \(\mathbb{R}^p\) as an expansion in terms of the mapped training data points, that is \(\zeta = \sum_{i=1}^{N} \gamma_i \phi(x_i)\), then scatter \((Z^TML^{(w)}Z)^\phi\) and \((Z^TML^{(b)}Z)^\phi\) of LODA in the kernel feature space can be written as

\[
(Z^TML^{(w)}Z)^\phi = \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\gamma_i \gamma_j}{q_i} \phi(X_i^\phi)^T \phi(X_j^\phi) - (L^{(w)} + L^{(w)^T})^\phi
\]

\[
+ \frac{1}{q_i} \phi(X_i^\phi)^T \phi(X_i^\phi)^T,
\]

\[
(Z^TML^{(b)}Z)^\phi = \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\gamma_i \gamma_j}{q_i} \phi(X_i^\phi)^T \phi(X_j^\phi)\]

\[
(L^{(b)} + L^{(b)^T})^\phi - (L^{(b)} + L^{(b)^T})^\phi - (L^{(b)} + L^{(b)^T})^\phi
\]

\[
= \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\gamma_i \gamma_j}{q_i} \phi(X_i^\phi)^T \phi(X_j^\phi)^T - (L^{(b)} + L^{(b)^T})^\phi - (L^{(b)} + L^{(b)^T})^\phi.
\]

where \((L^{(w)}\phi)^\phi = \phi(X)(W)^\phi \phi(X)^^\phi\) and \((L^{(b)}\phi)^\phi = \phi(X)(W)^\phi \phi(X)^^\phi\) for each class \(i\) and \((W)^\phi\) is a \(N_i \times q_i\) matrix with input elements \((W)^\phi = (1/N_i)\). By substituting the matrix inner product into Eqs. (27) and (28), we have the following equivalent form for Eq. (27):

\[
(Z^TML^{(w)}Z)^\phi = Y^T Y \sum_{i=1}^{N} \frac{\gamma_i K_i^\phi(K_i^\phi)^T - (K_i^\phi + K_i^\phi)^T + \frac{1}{q_i} K_i^\phi(K_i^\phi)^T}{K_i^\phi(K_i^\phi)^T}\phi(X_i^\phi)^T
\]

where \(K_i^\phi = K_i^\phi(W)^\phi \phi(X)^^\phi\) and \(K_i^\phi = \phi(X)^^\phi\) of each class \(i\) is computed as the kernel Gram matrix over data matrix consisting of data points in the \(i\)-density-region. Similarly

![Fig. 4. Typical sample images of '0'–'9' from the real USPS handwritten digits database.](image-url)
we can obtain
\[
\begin{align*}
\left( \mathbf{Z} \mathbf{1}^{(b)} \mathbf{z} \right)^{\phi} & = \gamma \sum_{i=1}^{c-1} \sum_{q=1+1}^{c} \left[ \frac{\bar{q}_{ii}}{\bar{q}_{ii}} \mathbf{K}^{(b)}_{ii} \mathbf{K}^{(b)\top} \right] \mathbf{Y}
\end{align*}
\]

where \( K_z = \mathbf{K}_z \mathbf{e}^{(b)} \mathbf{e}^{(b)^\top} \mathbf{K}_z \). Note that the kernel matrices \( \mathbf{K}^{(b)}_z = \phi\left( \mathbf{X} \right)^1 \phi\left( \mathbf{X}^{(b)} \right) \) and \( \mathbf{K}^{(b)}_z = \phi\left( \mathbf{X} \right)^1 \phi\left( \mathbf{X}^{(b)} \right) \) are all defined based on the density regions. By substituting Eqs. (29) and (30) into the problems of Eqs. (10) and (13), the orthogonal transforming axes of the kernelized LODA can be similarly obtained. It is important to notice that MLODA can be similarly extended into the nonlinear
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Table 4
Parameter analysis results on the real USPS handwritten digits database.

<table>
<thead>
<tr>
<th>Value</th>
<th>Digital class ( l )</th>
</tr>
</thead>
</table>
| \( a \) \( k/p_b + 1 \) \[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c} 
\text{max}(D_{ij}) & 41 & 48 & 45 & 50 & 38 & 36 & 40 & 44 & 37 & 43 \\
\text{min}(D_{ij}) & 20 & 20 & 20 & 20 & 20 & 20 & 20 & 20 & 20 & 20 \\
(\text{max}(D_{ij}) + \text{min}(D_{ij}))/\text{max}(D_{ij}) & 1.49 & 1.42 & 1.44 & 1.40 & 1.53 & 1.56 & 1.50 & 1.45 & 1.54 & 1.47 \\
(\text{max}(D_{ij}) + \text{min}(D_{ij}))/\text{min}(D_{ij}) & 3.05 & 3.40 & 3.25 & 3.50 & 2.90 & 2.80 & 3.00 & 3.20 & 2.85 & 3.15 \\
\text{Mean} & 2.27 & 2.41 & 2.35 & 2.45 & 2.22 & 2.18 & 2.25 & 2.25 & 2.33 & 2.20 \\
\end{array} \]
| \[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c} 
\text{max}(D_{ij}) & 59 & 74 & 63 & 88 & 54 & 57 & 55 & 63 & 54 & 60 \\
\text{min}(D_{ij}) & 30 & 30 & 30 & 30 & 30 & 30 & 30 & 30 & 30 & 30 \\
(\text{max}(D_{ij}) + \text{min}(D_{ij}))/\text{max}(D_{ij}) & 1.51 & 1.41 & 1.48 & 1.35 & 1.56 & 1.53 & 1.56 & 1.48 & 1.56 & 1.50 \\
(\text{max}(D_{ij}) + \text{min}(D_{ij}))/\text{min}(D_{ij}) & 2.97 & 3.47 & 3.10 & 3.93 & 2.80 & 2.90 & 2.83 & 3.10 & 2.80 & 3.00 \\
\text{Mean} & 2.24 & 2.44 & 2.29 & 2.64 & 2.22 & 2.18 & 2.22 & 2.20 & 2.29 & 2.18 \\
\end{array} \]
| \[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c} 
\text{max}(D_{ij}) & 104 & 110 & 114 & 119 & 114 & 107 & 113 & 109 & 113 & 112 \\
\text{min}(D_{ij}) & 60 & 60 & 60 & 60 & 60 & 60 & 60 & 60 & 60 & 60 \\
(\text{max}(D_{ij}) + \text{min}(D_{ij}))/\text{max}(D_{ij}) & 1.58 & 1.55 & 1.53 & 1.51 & 1.53 & 1.56 & 1.53 & 1.55 & 1.54 & 1.54 \\
(\text{max}(D_{ij}) + \text{min}(D_{ij}))/\text{min}(D_{ij}) & 2.73 & 2.83 & 2.90 & 2.98 & 2.90 & 2.78 & 2.88 & 2.82 & 2.88 & 2.87 \\
\text{Mean} & 2.15 & 2.19 & 2.22 & 2.25 & 2.22 & 2.17 & 2.21 & 2.19 & 2.21 & 2.21 \\
\end{array} \]

Fig. 5. Recognition accuracies vs. number of neighbors (\( k \)) on the USPS handwritten digits database.
<table>
<thead>
<tr>
<th>Reduced Dimensionality</th>
<th>Recognition Accuracy</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>LDA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MMC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CCA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>LFDA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TR-LDA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SLODA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLODA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TR-SLODA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TR-MLODA</td>
</tr>
</tbody>
</table>

**Fig. 6.** Recognition accuracies vs. number of reduced dimensions on the USPS handwritten digits database.
scenarios as kernelizing LODA, but detailed computational formulations will not be provided because of page limitation. It is also noted that LODA and MLODA can be kernelized by applying the KPCA-trick framework \[33,35\]. See details in \[33,35\]. By utilizing the KPCA-trick, linear LODA (or, MLODA) can be kernelized directly using a two-stage procedure, i.e. KPCA plus LODA (or, MLODA). Because the size of matrices to be eigen-decomposed in those kernelized methods depends on the number of data points, kernelized formulations can improve the computational efficiency when the sample size is smaller than its input dimensionality of the original space. But it is noted that kernelized methods heavily depend on the kernel family, including kernel function and kernel parameter, due to the fact that different kernel functions produce different mappings and properties \[31\]. To data there is still no theoretical guarantee of optimal selection of kernels, thus in this paper we mainly focus on evaluating the proposed linear methods.

4. Simulation results and analysis

We in this section conduct extensive simulations, including handwritten digits recognition and object recognition, to verify the validity of our presented methods. We compare the recognition accuracy rates of our LODA family method (i.e., LODA and TR-LODA) and MLODA family (i.e., MLODA and TR-MLODA) with six widely used techniques, including LDA, MMC, CCA \[28\], LFDA, ITR-LODA) and MLODA family (i.e., MLODA and TR-MLODA) with six widely used techniques, including LDA, MMC, CCA \[28\], LFDA, ITR. In this study, the publically available handwritten digit set from \http://cs.nyu.edu/~roweis/\ available handwritten digit set from \http://cs.nyu.edu/~roweis/\.

4.1. Handwritten digits recognition on USPS database

In this section, the USPS handwritten digits database \[17\] is applied to test our proposed methods. In this study, the publically available handwritten digit set from \http://cs.nyu.edu/~roweis/\.

### Table 5

<table>
<thead>
<tr>
<th>Method</th>
<th>Result</th>
<th>Simulation setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>LODA</td>
<td>0.6938</td>
<td>0.6987</td>
</tr>
<tr>
<td>MMC</td>
<td>0.8996</td>
<td>0.9035</td>
</tr>
<tr>
<td>CCA</td>
<td>0.6650</td>
<td>0.6992</td>
</tr>
<tr>
<td>LFDA</td>
<td>0.8555</td>
<td>0.8657</td>
</tr>
<tr>
<td>TR-LDA</td>
<td>0.9087</td>
<td>0.9140</td>
</tr>
<tr>
<td>LODA</td>
<td>0.8776</td>
<td>0.9059</td>
</tr>
<tr>
<td>MODA</td>
<td>0.8646</td>
<td>0.8894</td>
</tr>
<tr>
<td>TR-LODA</td>
<td>0.9082</td>
<td>0.9139</td>
</tr>
<tr>
<td>TR-MLODA</td>
<td>0.8989</td>
<td>0.9167</td>
</tr>
<tr>
<td>LDA</td>
<td>0.8778</td>
<td>0.8805</td>
</tr>
<tr>
<td>MMC</td>
<td>0.9485</td>
<td>0.9536</td>
</tr>
<tr>
<td>CCA</td>
<td>0.8640</td>
<td>0.8904</td>
</tr>
<tr>
<td>LFDA</td>
<td>0.9336</td>
<td>0.9473</td>
</tr>
<tr>
<td>TR-LDA</td>
<td>0.9390</td>
<td>0.9457</td>
</tr>
<tr>
<td>LODA</td>
<td>0.9499</td>
<td>0.9666</td>
</tr>
<tr>
<td>MODA</td>
<td>0.9470</td>
<td>0.9628</td>
</tr>
<tr>
<td>TR-LODA</td>
<td>0.9476</td>
<td>0.9539</td>
</tr>
<tr>
<td>TR-MLODA</td>
<td>0.9477</td>
<td>0.9602</td>
</tr>
<tr>
<td>LDA</td>
<td>0.9367</td>
<td>0.9398</td>
</tr>
<tr>
<td>MMC</td>
<td>0.9576</td>
<td>0.9623</td>
</tr>
<tr>
<td>CCA</td>
<td>0.9260</td>
<td>0.9410</td>
</tr>
<tr>
<td>LFDA</td>
<td>0.9514</td>
<td>0.9623</td>
</tr>
<tr>
<td>TR-LDA</td>
<td>0.9423</td>
<td>0.9493</td>
</tr>
<tr>
<td>LODA</td>
<td>0.9533</td>
<td>0.9782</td>
</tr>
<tr>
<td>MODA</td>
<td>0.9628</td>
<td>0.9758</td>
</tr>
<tr>
<td>TR-LODA</td>
<td>0.9565</td>
<td>0.9625</td>
</tr>
<tr>
<td>TR-MLODA</td>
<td>0.9627</td>
<td>0.9713</td>
</tr>
</tbody>
</table>

The CCA method with the c label coding \[28\] used in our simulations is the multi-class extension of the binary-class CCA \[29\]. For classification, the one-nearest-neighbor (1NN) classifier with Euclidean metric is used to avoid the bias caused by the choice of the learning methods. All the used algorithms are implemented in MATLAB 7.1. For all the semi-definite matrix inverse operation and generalized eigen-decomposition involved methods, the regularization factor \( \mu \) is determined by the 10-fold cross validation methodology. We perform all the simulations on a PC with Intel (R) Core (TM) i5 CPU 650 at 3.2 GHz 3.19 GHz 4 G. In this study, two real databases are evaluated. The first one is the real USPS handwritten digits database \[17\] and the second one is the real ETH80 object recognition database \[24\]. The training set will be preliminarily processed by PCA operator to eliminate the null space before dimensionality reduction. For image recognition, after a nearest neighbor classifier (or, learner) is obtained from the training set, the test image data will be projected in the feature space by using the dimensionality reduction matrix learned from training data. The obtained learner is then used for evaluating the recognition accuracies of the test set in the dimension-reduced embedding space.
data.html is used in our simulations. This sample set includes 16 × 16 pixels in 8-bit grayscale images of ‘0’ through ‘9’. Each digit has 1100 images. We show some sample typical images of ‘0’ to ‘9’ in Fig. 4. In this simulation, we select 500 samples from each digit character (totally 5000 examples) for the experiments. Four simulation settings under different numbers of training data samples are tested. The sampled image set is partitioned into different galleries and probe sets, where Ga/Pb means p images per individual accompanied with the underlying class labels are randomly selected for training the learner and the remaining q sample images are used for testing the accuracies. In this simulation, six experimental configurations based on different Ga/Pb, p = 20, 40, 60, 80, 100 and 120 are evaluated.

4.1.1. Parameter selection of β in density-graph construction

We first investigate the selection of the parameter β. We take the case of Ga/Pb, p = 120, q = 380, as an example. Three cases, including k = p/6 + 1, k = p/4 + 1 and k = p/2 + 1 are tested. According to the lower bound and upper bound of β in Eq. (5), for each class i, we report the maximal and minimal values of \( \tilde{D}_l \), lower and upper bounds of parameter β in Table 4 after the neighborhood graph each class i is constructed. We also record the values of (max(\( \tilde{D}_l \)) + min(\( \tilde{D}_l \))/max(\( \tilde{D}_l \))) and (max(\( \tilde{D}_l \)) + min(\( \tilde{D}_l \))/min(\( \tilde{D}_l \))) in the bottom of Table 4. Observing from Table 4, we find that the lower bound of β is around 1.5 and the upper bound is around 3. It is also interesting to find that the means are all close to the constant 2 for all the tested cases. For other investigated cases over different Ga/Pb and databases, we can find similar observations. Thus in this present work, the selection of the controlling parameter β is referred to the mean value and is set to 2 in all the simulations.

4.1.2. Performance analysis of k in NNS

We investigate the impact of the number of neighbors, k, involved in NNS on the recognition performance of our proposed

![Fig. 7. The categories of the ETH-80 database and each row describes one big category of this database.](image)

![Fig. 8. Visualization of the transforming matrices of PCA, LDA, MMC, CCA, LFDA, TR-LDA and our proposed methods on the car object category from the ETH80 database.](image)
methods. For each setting over $G_P P_q$, we first fix the number of training images of each digit and then vary the number of $k$. For each $k$, we average the recognition accuracies over 20 random splits of training and test samples. The results are reported in Fig. 5. We see from Fig. 5 that the recognition performance of our methods varies with the increasing number of $k$. In particular, our methods exhibit an unusual behavior, that is the result initially decreases with the $k$ value and then starts going up after some point till reaching the highest record. According to the observed results, a relatively large $k$ tend to improve the accuracy, therefore the number of $k$ is always set to $p-2$ for the following handwritten digits recognition simulations.

4.1.3. Handwritten digits recognition

This study aims at testing the LDA, TR-LDA, MMC, LFDA, CCA and our proposed algorithms for recognizing the handwritten digits. In order to ensure that our observed recognition results are not biased from a specific random realization of the training/test set, for each $G_P P_q$, we compute the averaged accuracy over 20 random splits of training/test sets. The recognition results are illustrated in Fig. 6, where Dim is the dimensionality of the original digital image space and Num is the total number of data examples.

Observing from Fig. 6, we can obtain the following conclusions. First, the performance of each method varies with the number change of reduced dimensions. Also, the recognition accuracy of each method increases with the increasing training sample size. Second, our family methods, including LODA, MLODA, TR-LODA and TR-MLODA, deliver the comparable or even better results to TR-LDA and MMC in most cases. Specially, our methods outperform the remaining methods in the latter three settings. The results of LDA and CCA are very close in each setting due to intrinsic relationships between them [28] and both are inferior to the other methods. LFDA also works well in most cases and outperforms the LDA, TR-LDA and CCA methods for the latter three cases. Third, due to the reasonably defined marginal scatter criteria, our investigated cases indicate that our proposed family methods tend to outperform the fully supervised LDA, CCA, LFDA, MMC and TR-LDA.

The mean and the highest accuracies according to the results of Fig. 6 are recorded in Table 5. The averaged running time

![Fig. 9. Recognition accuracies vs. number of reduced dimensions on the ETH80 object database (80 classes).](image-url)
4.2. Object recognition on ETH80 database

This study addresses an object categorization task using the benchmark ETH80 object recognition database [24]. This database contains images of 8 big categories: apple, car, cow, cup, dog, horse, pear and tomato. In each big category, there are 10 subcategories, each of which contains 41 images from different viewpoints. Overall, the database contains 3280 images of 80 objects. Each image has 128 \times 128 pixels. In our simulations, we resize each of the images into a size of 32 \times 32 pixels. Each pixel will be considered as an input variable and thus each image corresponds to a data point in a 1024-dimensional space. We show some typical sample images from the ETH80 database in Fig. 7, where we also describe the 8 big categories and 10 subcategories within each big category.

4.2.1. Visualization of transforming matrix

We first examine the visual properties of the transforming matrices obtained by our proposed methods. The performance of our methods is compared with PCA, LDA, MMC, CCA, TR-LDA and LFDA. In this simulation, the car category with 10 objects is tested. The performance of all the methods varies with the increasing number of reduced dimensionalities. Initially increases as the number of reduced dimensions increases and then starts to decrease after some point. In another word, too higher reduced dimensions may cause the embedding result of each method to deteriorate. (2) Our proposed TR-LODA and TR-MLODA algorithms outperform the remaining methods for settings of G_{15}/P_{21} and G_{20}/P_{11}. In particular, trace ratio criterion based TR-LODA and TR-MLODA are better than LODA and MLODA in these two cases. On the contrary, for the latter two settings, that is G_{25}/P_{26} and G_{30}/P_{21}, the recognition accuracies are significantly improved by using our LODA and MLODA, compared with the other methods.

4.2.2. Object recognition of 80 categories

In this subsection, we focus on representing and recognizing the object images from the ETH80 database. In this study, each subcategory of the 8 big categories is regarded as a single class. As a result, an 80-class classification problem is then created. In our simulation, four settings over different training sample sizes are evaluated. From the study, similar observation trend of the number of k is found and k value is also set to p-2 for the simulations.

The recognition results under different numbers of training samples in each class are illustrated in Fig. 9. To achieve more accurate accuracy, we compute the recognition accuracies by averaging the results over 10 random splits of training and test samples. The performance of our proposed methods is compared with LDA, MMC, CCA, TR-LDA and LFDA. Observing from the Fig. 9, we can conclude that: (1) for each simulation setting, the recognition performance of all the methods varies with the increasing number of reduced dimensions. Specially, the accuracy of each method initially increases as the number of reduced dimensionalities increases and then starts to decrease after some point. In another word, too higher reduced dimensions may cause the embedding result of each method to deteriorate. (2) Our proposed TR-LODA and TR-MLODA algorithms outperform the remaining methods for settings of G_{15}/P_{21} and G_{20}/P_{11}. In particular, trace ratio criterion based TR-LODA and TR-MLODA are better than LODA and MLODA in these two cases. On the contrary, for the latter two settings, that is G_{25}/P_{26} and G_{30}/P_{21}, the recognition accuracies are significantly improved by using our LODA and MLODA, compared with the other methods.

We illustrate the first 10 eigenvectors (or called eigen-pictures) of the transforming matrix obtained by each method. The eigen-pictures are then reshaped into a matrix according to the original object image size, i.e. 32 \times 32. The computed eigen-pictures are exhibited in Fig. 8. We observe from Fig. 4 that the eigen-pictures obtained by LDA, MMC, CCA, TR-LDA, LFDA and our methods are more noisy compared with PCA, which demonstrates that they are capable of capturing more discriminant information about object image details.

<table>
<thead>
<tr>
<th>Method</th>
<th>ETH80 database (Dim = 1024,G15/P26)</th>
<th>ETH80 database (Dim = 1024,G20/P21)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Best</td>
</tr>
<tr>
<td>LDA</td>
<td>0.4764</td>
<td>0.5202</td>
</tr>
<tr>
<td>MMC</td>
<td>0.5702</td>
<td>0.5954</td>
</tr>
<tr>
<td>CCA</td>
<td>0.4762</td>
<td>0.5202</td>
</tr>
<tr>
<td>LFDA</td>
<td>0.5730</td>
<td>0.6067</td>
</tr>
<tr>
<td>TR-LDA</td>
<td>0.4373</td>
<td>0.4859</td>
</tr>
<tr>
<td>LODA</td>
<td>0.5666</td>
<td>0.5941</td>
</tr>
<tr>
<td>MODA</td>
<td>0.5659</td>
<td>0.5913</td>
</tr>
<tr>
<td>TR-MODA</td>
<td>0.5763</td>
<td>0.6046</td>
</tr>
<tr>
<td>TR-MLODA</td>
<td>0.5912</td>
<td>0.6239</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>ETH80 database (Dim = 1024,G25/P16)</th>
<th>ETH80 database (Dim = 1024,G30/P11)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Best</td>
</tr>
<tr>
<td>LDA</td>
<td>0.5426</td>
<td>0.6055</td>
</tr>
<tr>
<td>MMC</td>
<td>0.6122</td>
<td>0.6578</td>
</tr>
<tr>
<td>CCA</td>
<td>0.5461</td>
<td>0.6052</td>
</tr>
<tr>
<td>LFDA</td>
<td>0.6200</td>
<td>0.6411</td>
</tr>
<tr>
<td>TR-LDA</td>
<td>0.5581</td>
<td>0.5940</td>
</tr>
<tr>
<td>LODA</td>
<td>0.6545</td>
<td>0.6807</td>
</tr>
<tr>
<td>MODA</td>
<td>0.6643</td>
<td>0.6881</td>
</tr>
<tr>
<td>TR-MODA</td>
<td>0.6230</td>
<td>0.6652</td>
</tr>
<tr>
<td>TR-MLODA</td>
<td>0.6391</td>
<td>0.6679</td>
</tr>
</tbody>
</table>
including TR-LODA and TR-MLODA. (2) MMC and LFDA also work well and are able to deliver the comparable results to our methods in most cases. The accuracies of CCA and LDA are still very close in each case. The performance of CCA, LDA and TR-LDA are worse than the other methods in virtually all the cases. This may be due to that the criteria of CCA, LDA and TR-LDA methods are unable to represent the complex intrinsic distribution of this dataset respectably.

Table 6 details the mean and the highest accuracies based on the results of Fig. 9. The averaged running time that is computed in seconds and the standard deviations over the repetitions are also described. Note that the best subspaces corresponding to the best accuracies are similarly named as the optimal object image subspaces. From the experimental results, we can observe that: (1) the numerical mean and best results shown in the tables are consistent to the results of the above figures in terms of performance superiority. (2) The standard deviation over repetitions produced by each method is comparable, implying that the stability of these methods on this dataset is similar. (3) Considering the running time performance, our methods need lightly more time than the other methods due to fact that the class number is larger, however our proposed methods are capable of exhibiting the better accuracies, including means and best records, compared with other methods in most cases. In particular, our methods need relatively smaller number of reduced dimensions to produce the optimal object image subspace.

4.2.3. Object recognition of 8 categories

We also address another object recognition task using the ETH80 database. In this simulation, each of the 8 big categories is regarded as a single class. Thus an 8-class classification problem is created and tested. Similarly, four experimental configurations over different $G_i P_p$ are evaluated. We first report the recognition accuracy over different numbers of $k$ in NNS in Fig. 10. For each tested case, we average the accuracy over 20 random splits. The following observations are found. (1) The overall performance of our methods monotonically increases with respect to the $k$ value when the number of $k$ increases. (2) Compared with TR-LODA and TR-MLODA, LODA and MLODA are more robust to the number of $k$ in each case. In this study, we also set the $k$ value to $p-2$.

In Fig. 11, the recognition results under different numbers of reduced dimensions are illustrated. Observing from the results, we have: (1) the performance of all tested methods vary with the increasing number of reduced dimensions. In particular, the CCA, MMC, LFDA, LODA, MLODA methods exhibit an unusual behavior.

![Fig. 10. Recognition accuracies vs. number of neighbors (k) on the ETH80 object database (8 classes).](image-url)
That is their overall performance initially increases with the increasing reduced dimensions and then starts going down after some point to some extent until reaching the lowest record at around. (2) In all cases, LDA and CCA exhibit comparable results in the beginnings, but LDA outperforms CCA as the number of reduced dimensions increases. Their performance is worse than the remaining methods in most cases. (3) Our presented LODA, MLODA and TR-MLODA methods can obtain the highest accuracies in most cases, compared with other methods. LFDA performs well in most cases and delivers the comparable results to our LODA and MLODA family methods. The results MMC and TR-LDA are comparative in each case and they tend to outperform LDA in all the cases. Also, MMC and TR-LDA exhibits slightly worse results to our TR-LODA methods in most cases.

Table 7 records the mean and the highest accuracies as shown in Fig. 11. We also record the averaged running time and standard deviations over the repetitions. The optimal object image subspaces corresponding to the best accuracies are also shown. From Table 7, we find that: (1) the performance superiority, including mean and best results, of each method keeps consistent with the observed results in Fig. 11. Similarly all the methods deliver comparable standard deviations over repetitions. (2) For runtime performance, the computational time of each method is comparative with each other.

5. Concluding remarks

This paper discusses the supervised dimensionality reduction problem. By taking more general class densities into account, we geometrically show that optimizing the LDA scatter criteria is not necessarily to achieve enhanced inter-class discrimination due to the existence of faraway points or outliers. In this paper, we focus on defining new robust criteria to improve the LDA criteria. By taking the distribution behavior of real datasets into account, we construct the density-region within each class. The data points in the density-regions are then used to compute the means and define the marginal scatters. As a result, faraway points or outliers cannot affect the construction of the scatters. We then propose a robust linearly optimized discriminant analysis (LODA) technique.
LODA characterizes the inter-class separability and intra-class compactness by using a large margin criterion. We have shown that LODA is able to tackle the difficulty problems encountered by LDA effectively. We also present a natural multimodal extension of LODA for enabling it to deal with multimodal datasets directly. Mathematical comparisons and analyses between our work and the related work indicate that our LODA is more general with a strong generalization capability for discriminant analysis and can offer some attractive advantages.

The kernelized extension of our method is also addressed. It is found that the performance of kernelized methods heavily depends on the choice of kernel family. But there is still lack of theoretic criteria for selecting the kernels, thus this work only evaluates the presented linear methods. The performance of the proposed family methods is thoroughly evaluated by extensive simulations over benchmark real databases. For handwritten digits recognition and object recognition, the delivered overall performance of our methods is comparable or even better than some widely used state-of-the-art linear discriminant techniques. The performance of kernelized methods heavily depends on the choice of kernel family. But there is still lack of theoretic criteria for selecting the kernels, thus this work only evaluates the presented linear methods. The performance of the proposed family methods is thoroughly evaluated by extensive simulations over benchmark real databases. For handwritten digits recognition and object recognition, the delivered overall performance of our methods is comparable or even better than some widely used state-of-the-art linear discriminant techniques.
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