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1
BASE STATION SLEEP MODE BASED ON
POWDER CONSUMPTION AND/OR
QUALITY OF SERVICE

TECHNICAL FIELD

The present invention relates to a method for operating a
communication system and a communication system, and
particularly, although not exclusively, to a system and a
method for power management in a communication system.

BACKGROUND

Base station is widely used in telecommunication indus-
try. It provides a connection between mobile phones and the
telephone network by receiving and transmitting signals in
the cellular network to users and their devices. Since each
base station only covers a limited area, a network of base
stations is usually set up to cover a larger distance for
enabling users to request for a service or task at different
locations.

With the rapid growth and development of telecommu-
nication, more and more communication systems and base
stations are set up to meet with the increasing demand.
However, it also leads to a surge in energy consumption and
pollution, posing a noticeable impact on the environment.
Not only do the communication systems require a lot of
energy for active functioning, they may also require an
air-conditioning system for cooling, and further contribute
to noise pollution, global radiation, temperature increase,
etc.

SUMMARY OF THE INVENTION

In accordance with a first aspect of the present invention,
there is provided a method for operating a communication
system, comprising the steps of: powering a plurality of base
stations each operating in at least a sleep mode and an active
mode, wherein the base station operates in the sleep mode
with less power consumption than in the active mode;
analyzing an overall power consumption for powering the
plurality of base stations with respect to a quality of service
of the communication system; and switching at least one of
the plurality of base stations to operate between the sleeping
mode and the active mode based on a result associated with
the overall power consumption and/or the quality of service.

In an embodiment of the first aspect, the plurality of base
stations are further arranged to operate in the sleep mode or
the active mode based on a plurality of operating policies.

In an embodiment of the first aspect, the operating poli-
cies include an individual policy in which each of the base
stations operating in the active mode is arranged to switch to
operate in the sleep mode when upon the base station is
determined to have been idle for a predetermined period.

In an embodiment of the first aspect, the base station
operating in the sleep mode is further arranged to switch to
operate in the active mode when upon a predetermined
number of service requests is reached.

In an embodiment of the first aspect, the operating poli-
cies include a group policy in which at least one of the
plurality of base station is arranged to switch between
operating in the sleep mode and the active mode based on a
predetermined pattern and/or a dynamic pattern associated
with a predetermined traffic load, preferably a real-time
traffic load offered by the communication system.

In an embodiment of the first aspect, the base station
operating in the sleep mode is arranged to pass a service
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request reaching the respective base station to an alternative
base station of the plurality of base stations.

In an embodiment of the first aspect, the alternative base
station is a nearby base station.

In an embodiment of the first aspect, the operating poli-
cies include a hybrid policy in which at least one of the
plurality of the base stations is further arranged to operate
based on the individual policy.

In an embodiment of the first aspect, the step of switching
at least one of the plurality of base stations to operate
between the sleep mode and the active mode includes
switching the plurality of base stations to operate in a
selected one of the plurality of operating policies.

In an embodiment of the first aspect, the step of analyzing
the overall power consumption with respect the quality of
service includes estimating the overall power consumption
and the quality of service of the communication system
when the plurality of base stations operates based on each of
the plurality of operating policies.

In an embodiment of the first aspect, the quality of service
is represented by at least one attributes associated with the
performance of the plurality of base station in processing
service requests reaching at least one of the plurality of base
station.

In an embodiment of the first aspect, the at least one
attributes includes a blocking probability and a delay period
in processing the service requests.

In an embodiment of the first aspect, the method further
comprises the step of determining a representation associ-
ated with the at least one attributes and the overall power
consumption using an analytical approximation.

In an embodiment of the first aspect, the representation is
further associated with a predetermined traffic load offered
by the communication system.

In an embodiment of the first aspect, the analytical
approximation is based on a single server processor sharing
queue or a network of single server processor sharing
queues.

In an embodiment of the first aspect, the single server
processor sharing queue includes the parameters of Poison
arrivals, exponentially distributed service time, a finite buf-
fer and vacations.

In an embodiment of the first aspect, the plurality of base
stations are arranged to facilitate a cellular network.

In accordance with a second aspect of the present inven-
tion, there is provided a communication system, wherein the
communication system comprises: a communication module
including a plurality of base stations each arranged to
operate in at least a sleep mode and an active mode, wherein
the base station operates in the sleep mode with less power
consumption than in the active mode; an analyzer module
arranged to analyze an overall power consumption for
powering the plurality of base stations with respect to a
quality of service of the communication system; and a
control module arranged to switch at least one of the
plurality of base stations to operate between the sleeping
mode and the active mode based on a result associated with
the overall power consumption and/or the quality of service.

In an embodiment of the second aspect, the communica-
tion system is the communication system of the first aspect.

In an embodiment of the second aspect, the plurality of
base stations are further arranged to operate in the sleep
mode or the active mode based on a plurality of operating
policies.

In an embodiment of the second aspect, the operating
policies include an individual policy in which each of the
base stations operating in the active mode is arranged to
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switch to operate in the sleeping mode when upon the base
station is determined to have been idle for a predetermined
period.

In an embodiment of the second aspect, the base station
operating in the sleep mode is further arranged to switch to
operate in the active mode when upon a predetermined
number of service requests is reached.

In an embodiment of the second aspect, the operating
policies include a group policy in which at least one of the
plurality of base station is arranged to switch between
operating in the sleep mode and the active mode based on a
predetermined pattern and/or a dynamic pattern associated
with a predetermined traffic load offered by the communi-
cation system.

In an embodiment of the second aspect, the base station
operating in the sleep mode is arranged to pass a service
request reaching the respective base station to an alternative
base station of the plurality of base stations.

In an embodiment of the second aspect, the alternative
base station is a nearby base station.

In an embodiment of the second aspect, the operating
policies include a hybrid policy in which at least one of the
plurality of the base stations is further arranged to operate
based on the individual policy.

In an embodiment of the second aspect, the control
module is arranged to switch the plurality of base stations to
operate in a selected one of the plurality of operating
policies.

In an embodiment of the second aspect, the analyzer
module is arranged to estimate the overall power consump-
tion and the quality of service of the communication system
when the plurality of base stations operates based on each of
the plurality of operating policies.

In an embodiment of the second aspect, the quality of
service is represented by at least one attributes associated
with the performance of the plurality of base station in
processing service requests reaching at least one of the
plurality of base station.

In an embodiment of the second aspect, the at least one
attributes includes a blocking probability and a delay period
in processing the service requests.

In an embodiment of the second aspect, the analyzer
module is further arranged to determine a representation
associated with the at least one attributes and the overall
power consumption using an analytical approximation.

In an embodiment of the second aspect, the representation
is further associated with an predetermined traffic load
offered by the communication system.

In an embodiment of the second aspect, the analytical
approximation is based on a single server processor sharing
queue.

In an embodiment of the second aspect, the single server
processor sharing queue includes the parameters of Poison
arrivals, exponentially distributed service time, a finite buf-
fer and vacations.

In an embodiment of the second aspect, the plurality of
base stations are arranged to facilitate a cellular network.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention will now be
described, by way of example, with reference to the accom-
panying drawings in which:

FIG. 1 is an illustration of a communication system in
accordance to one embodiment of the present invention;
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FIG. 2 is an illustration of a communication module of
FIG. 1 which includes multiple base stations operating based
on different operating policies;

FIG. 3 is a flow diagram showing an operation of the
analyser module of the communication system of FIG. 1;

FIG. 4 is an illustration shown an example Markov Chain
representation of N-policy sleeping scheme;

FIG. 5 is a plot showing a data result of the power
consumption of a real BS site;

FIG. 6 is a plot showing an experiment result of the
accuracy of approximations for blocking probability;

FIG. 7 is a plot showing an experiment result of the
accuracy of approximations for mean delay;

FIG. 8 is a plot showing an experiment result of the
tradeoff between power consumption and blocking probabil-
ity subject to K=10;

FIG. 9 is a plot showing an experiment result of the
tradeoff between power consumption and mean delay sub-
ject to blocking probability <1%; and

FIG. 10 is a plot showing an experiment result of the
tradeoff between blocking probability and mean delay.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The inventors have, through their own research, trials and
experiments, devised a communication system with base
station (BS) sleeping such that the energy efficiency and
Quality of Service (QoS) is optimised. Base station (BS)
sleeping is a technique to reduce energy consumption in
cellular mobile networks. Energy saving is achieved by
switching BSs (or some components of them) into a low
power-consuming mode called “sleep mode” when traffic
load is low.

Comparing to other energy-efficient approaches such as
upgrading hardware components or adopting renewable
energy resources, BS sleeping has the advantage of conve-
nience and cost effectiveness as it can be implemented in
existing network infrastructure. As BSs are responsible for
a significant proportion of energy consumed in cellular
networks (over 80% in certain scenarios), BS sleeping may
be applied to save a large amount of energy. On the other
hand, the total capacity of the network is reduced while
some BSs are switched to the sleep mode. Therefore, it is
essential to be able to monitor and evaluate the quality of
service (QoS) and its implications with BS sleeping, in
particular, the trade-off between energy saving and QoS
measures, including mean delay and blocking probability of
different BS sleeping schemes or operating policies.

In one example, base stations (BSs) may be used in a
cellularyWLAN integrated network by modelling a WLAN
channel as an M/G/1/K-PS queue, which is a finite-buffer
queue with vacations and a PS service discipline. In another
example, a single server queue with vacations may be
considered for obtaining closed-form results of the tradeoff
between energy consumption and delay for different sleep-
ing schemes or operating policies. A single cell model and
a user association scheme may be simulated to enable users
of sleeping BSs to associate with a nearby active BS to
continue their services. Alternatively, a user association
scheme may associate users of sleeping BSs to an active BS
with maximum mean channel access probability, for
improving spectral efficiency and minimizing outage prob-
ability of the network.

In one embodiment, a cellular system with channel bor-
rowing capabilities may be regarded as an overflow loss
system. When a first BS that a request attempted is busy, the
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request may overflow to an alternative BS. The user asso-
ciation schemes resemble channel borrowing in some way,
as users associated to sleeping BSs are allowed to be served
by other BSs remaining active.

According to one embodiment of the invention, there is
provided an example method involving two EFPA-based
approximation techniques, i.e. the EFPA and an Information
Exchange Surrogate Approximation (IESA). The Erlang
Fixed-Point Approximation (EFPA) may be one approxima-
tion method for evaluating blocking probability in overflow
loss systems. However, estimation results in systems may be
inaccurate where mutual overflow effects are present, due to
unrealistic assumptions.

The IESA framework has its roots in the EFPA, in order
to improve the accuracy of approximation for such systems,
which may include other approximation techniques such as
moment matching. IESA is a framework proposed to combat
the approximation error caused by unrealistic assumptions in
EFPA, therefore IESA may be more accurate than EFPA in
terms of blocking probability estimation. The model may be
extended to allow BS sleeping with fixed switching patterns
(group policy). Also, blocking probability is considered as
the QoS measure by modeling each BS as an M/M/K/K
queue (loss system). Realistic M/M/1/K-PS queue with
vacations (delay-loss system) may be used to measure both
mean delay and blocking probability. Furthermore, group
policy as well as two additional BS sleeping schemes
(individual policy and a combination of individual policy
and group policy) may also be analysed.

With reference to FIG. 1, there is provided a communi-
cation system 10 comprising a communication module 12
including a plurality of base stations each arranged to
operate in at least a sleep mode and an active mode, wherein
the base station operates in the sleep mode with less power
consumption than in the active mode; an analyser module 14
arranged to analyse an overall power consumption for
powering the plurality of base stations with respect to a
quality of service of the communication system; and a
control module 16 arranged to switch at least one of the
plurality of base stations to operate between the sleep mode
and the active mode based on a result associated with the
overall power consumption and/or the quality of service
(QoS).

In this embodiment, the communication system 10 may
be arranged to facilitate a cellular network, such as a mobile
communication network for mobile communication devices.
Preferably, the communication module 12 comprises a plu-
rality of base station in communication with each other, so
as to facilitate the data communication or the network traffic
between communication devices serviced within the net-
work coverage of the cellular network formed by the plu-
rality of base stations.

For example, a service request, such as a transmission of
a data packet, a voice call, a text message, a voice message
or a video stream, may be initiated by a mobile device. The
service request may be handled or processed by one of the
base stations within the cellular network, preferably the one
with the strongest signal strength between the base station
and the mobile device when the service request is initiated
or being processed.

Each of the plurality of base stations may communicate
directly with other base stations within the network, or
through the analyser module 14 and/or the control module
16. In this example, there are five base stations. In other
examples, there may be three, ten, or twenty base stations,
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6

depending on the service required. The communication
between each base station is preferably wireless, but may
also be wired.

With the communication capability between the base
stations, each of the base stations may pass a service request
to an adjacent base station, such that the service request may
be handled by the respective adjacent base station. As
discussed above, base stations may overflow or handover the
service requests or the calls to an alternative base station
within the same network (or a sub-network within the
network) due to a local or a mobile demand. Preferably, the
alternative base station is adjacent to the base station where
the service request reaches at.

The communication module 12 is further in communica-
tion with the analyser module 14. The analyser module 14
may include a processor for analysing the performance of
each individual base station or the whole network of base
stations. Performance of base station may include overall
power consumption, energy efficiency and quality of service
(QoS). The analyser module 14 may further comprise a
memory for storing the analysed performance results.
Optionally, the analyser module 14 may transfer the ana-
lysed performance results to a storage cloud wireless for
data record.

The analyser module 14 may then communicate the
analysed performance results with the control module 16.
The control module 16 may include a control system for
switching the communication module 12 to operate in
different operating policies. Operation policies may include
an individual policy, a group policy, and a hybrid policy. The
control module 16 may separately control each individual
base station in the communication module 12 or the whole
network of base stations.

Each of the analyser module and the control module may
be wholly or partly included in a computer server including
a processor for executing suitable computer-executable
instructions in performing the analysis. Alternatively, each
of the analyser module and the control module may be
implemented as a dedicated apparatus or system which is
specifically design to analyze the performances of the base
stations and to control the operations of the base stations
according to the results of the analysis.

In this embodiment a network or a group of BSs may be
operating in different operating policies. Each BS may be
modelled or represented as a single server Processor Sharing
(PS) queue with Poison arrivals, exponentially distributed
service time, a finite buffer and vacations, namely an M/M/
1/K-PS queue with vacations. Under this model or repre-
sentation, data or voice calls from different users may be
assumed to arrive according to a Poison process and are
served simultaneously by the BS. In a PS queue, the service
capacity of the server (BS) is shared equally among all the
customers being served. This queueing system is based on
the properties for the M/G/1/K-PS queuing system where the
mean delay and blocking probability are insensitive to the
service time distribution. The system may not accept further
arrivals when there are K ongoing calls in a BS. Therefore,
the minimum data rate for each accepted call may be
guaranteed. When the value of K increases, more calls may
be accepted simultaneously and thus accepted calls may
have lower data rate and higher mean delay if offered traffic
is high.

According to one embodiment of the invention, new users
arrive at each BS according to a Poison process with rate A.
Service times of users are exponentially distributed with
mean [. BS sleeping may be implemented separately in each
single cell (individual policy) or cooperatively among mul-
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tiple BSs (group policy). The group policy is based on
dynamic capacity allocation and user association techniques.
These techniques enable a user to use the capacity originally
assigned to another BS if the first BS it attempts cannot offer
the required service due to insufficient capacity or sleeping
operation. Alternatively, the two policies may be imple-
mented in a hybrid fashion so as to optimize the operation
of the communication system in terms of traffic loads and
power consumptions.

A first operating policy may be an individual policy
wherein a BS will switch to sleep mode when it has been idle
(serving no users) for a predetermined time interval or a
close-down period of t*. The sleeping BS may be reactivated
when a predetermined number of users have been accumu-
lated during the sleep period. With reference to FIG. 4, an
individual policy may follow a Markov Chain representa-
tion.

A second operating policy may be a group policy wherein
BSs are selectively switched to sleep mode based on fixed
pattern or dynamic patterns according to traffic load. For
example, a number of BS in a group may be configured to
sleep during assigned periods of time in a day when the
traffic load demands are relatively low. Under this policy,
users associated with a BS that has gone to sleep may be
re-associated and served by one of active BSs nearby.

A third operating policy may be a hybrid policy wherein
some BSs are switched to sleep mode based on fixed/
dynamic patterns as in the group policy. Other BSs may be
configured to follow the individual policy to sleep and
reactivate. Preferably, the hybrid policy provides a flexibility
to optimize a pattern combining advantages of the fixed and
the dynamic patterns, therefore may be more advantageous
over the first and the second operation policy in accordance
with some preferred embodiments of the present invention.

With the BS operating in different modes according to the
operating policies, power consumptions of a BS may be
preferably divided into two parts, namely variable power
consumption such as power amplifiers which depends on the
traffic load carried by the BS, and static power consumption
such as air conditioning and signal processing which is
consumed as long as the BS is active. A sleeping BS
consumes much less power as compared to an active one.
Following the above, the power consumption of a BS is
given by

A 1
Paaric + =P when active, (0
Ppg = C

Psteep when sleeping

where P,,, .. is static power consumption, A is traffic load of
the BS, C is the capacity of the BS, and P,”“* is the variable
power consumption if the BS is fully loaded.

Referring to FIG. 2, there is shown a communication
module 12 arranged to be operating in a hybrid policy. In this
embodiment, there are seven base stations 22 with at least
one base station operating based on an individual policy 202
and at least one base station operating based on a group
policy 212. Base stations 22 may switch from operating
based on an individual policy 202 to a group policy 212, or
vice versa, according to a command from the control module
12. The base stations 22 are further arranged to operate in a
sleep mode or an active mode based on the operating
policies.

In this embodiment, a base station 22A is arranged to
operate based on an individual policy 202. Preferably, the
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base station 22A is in an active mode 204 by default. When
upon the base station 22A is determined to have been idle for
a predetermined period 206, the base station 22A is switched
to a sleep mode for energy saving 208. When upon a
predetermined number of service requests is reached 210,
the base station 22A is arranged to switch to an active mode.

Another base station 22B is arranged to operate based on
a group policy 212. Preferably, there is a predetermined
and/or dynamic pattern for each base station 22B, associated
with a predetermined traffic load offered by the communi-
cation system 214. Based on the predetermined and/or
dynamic pattern, the base station 22B is arranged to switch
between operating in a sleep mode 218 or an active mode
216. Upon a service request reaching a base station 22B at
a sleep mode, the base station 22B is arranged to pass the
service request 220 to an alternative base station 22. The
alternative base station 22 may be a nearby base station
operating in an active mode.

In some example embodiments, the dominant traffic of
cellular networks may include the transmissions of packet-
switched data due to the prevalence of mobile multimedia
applications such as web browsing, video streaming, online
gaming, peer-to-peer video on demand and video confer-
ence, rather than voice data transmissions. It may be pref-
erable to avoid situations where large flows of data gener-
ated by some users slow down service to users generation
small flows justifies the use of a processor sharing queuing
discipline that in turn justifies the PS model.

Preferably, delay sensitivity of the multimedia mobile
traffic may be monitored as a minimum data rate needs to be
guaranteed for such traffic. An upper limit may be set on the
number of admitted connections, in order to guarantee that
admitted connections satisfy delay and data rate require-
ments. Both the mean delay and the drop rate (or “blocking
probability”) due to violation of such requirements may be
evaluated.

In one example, simulation may be applied to evaluate
Quality of Service (QoS) metrics such as blocking probabil-
ity and delay in telecommunication networks when an exact
analytical solution method is not available. However, simu-
lations are not scalable and cannot be used in realistically
sized systems and networks as the running time becomes
prohibitive. In another example, evaluations by analytical
approximations with reasonable accuracy and computational
efficiency may be applied to many applications such as
network design, where computational efficiency is essential
for searching optimal solutions.

Referring to FIG. 3, there is shown a flow diagram of an
example operation 300 of the analyser module 14 for
analysing the performance of a base station in one embodi-
ment. In this embodiment, in step 302, the analyser module
14 may detect a service request reaching individual base
station. The performance of base station in processing the
service request is analysed. For example, in step 304, the
analyser module 14 may evaluate one or more attributes
associated with the performance, such as blocking probabil-
ity and delay period. In step 306, the analyser module 14
may further estimate the overall power consumption and the
quality of service (QoS) of the communication system when
the base stations are operating based on different operating
policies.

Based on these analysis, in step 308, the analyser module
14 may determine a representation associated with the one
or more attributes and the overall power consumption using
an analytical approximation. The analytical approximation
is based on a single server processor sharing queue, includ-
ing parameters of Poison arrivals, service time distribution
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(which may be exponential as discussed earlier), a finite
buffer and vacation. In one example, the representation may
be the tradeoff between the one or more attributes and the
power consumption. In another example, the representation
may be a number on a scale, a symbol, etc. The represen-
tation determined may be further associated with a prede-
termined traffic load offered by the communication system
in step 310.

An analytical approximation method based on queuing
theory and the Information Exchange Surrogate Approxi-
mation (IESA) framework may be used to obtain the mean
delay and blocking probability of relevant models. The
performance of the communication system 10 with the BS
operating in different operation policies, such as individual
policy, group policy and hybrid policy under different net-
work conditions may be compared and evaluated.

The analytical expressions of QoS measures including
mean delay and blocking probability may be derived for
each operating policy. For individual policy, the state prob-
ability equations are derived as the following. The probabil-
ity that a BS will go to sleep is equal to the probability that
no customer arrives during the close-down period t* after
the BS becomes idle. As the arrivals follow a Poison process,
the probability p, is given by:
o, @

Due to the close-down period, the effective arrival rate '
at state (A; 0) is different from A. By definition, the system
will leave state (A; 0) under either of the following two
conditions: 1) the BS enters the sleep mode after the
close-down period expires (transit to state (S; 0) with a
probability of p,); 2) a customer arrives before the close-
down period expires (transit to state (A; 1) with a probability
of 1-p,). Therefore, the mean time that the system spends at
state (A; 0) is equal to

ps—e

, 1 . 3
14 :(1—px)x +pst.

The value of A' can be then calculated by

1 1
N=-=

2 ) 1 L
( —px)x+pxt

)

Based on (2) and (4), the transition probabilities from
state (A; 0) to states (S; 0) and (A; 1) are p,A' and (1-p)A,
respectively. Transitions probabilities between other states
are intuitive based on the Markov Chain. The steady-state
probability of state (M; n) is denoted as m,,,,, and set A=A/u
and A'=)'/u. All steady-state probabilities can be expressed
in terms of m, , by:

Py (5)
Ts,0 = IPJTA,O,
s =nasoll<i<N-1), (6)
A'man fori=1, €]
Ra; =4 Atan-1 +A'psmao for l<i<N, .
A an-1 for N<i<K

10

15

25

30

35

40

45

50

55

60

65

10

Combining (5), (6), (7) along with the normalization
equation:

=

-1 (8)

Aait ) ws =1,

i i

K
=0

I
=3

All the steady-state probabilities m,,,, can be obtained.
The mean queue size E(Q) is given by:

®

BQ) =) imgi+ ) js

‘ -

K -1
—0 =
The blocking probability E(B) is given by

EB)y=m, 5. (10)

By Little’s law, the mean delay E(D) is given by

E(Q)
ML -E®B)

ED) - (11

The proportion of time that the BS spends in sleep mode
is given by

N-1 12)

7s,j
J=0
Psteep = N1

Tai+ 2 T
0 =

i

By (1) and (12), the average power consumption for a BS
in the isolated scheme is

P = pxlggppxlggp + Pactive Pactive» 13

AP
.

in which pecive = 1 = Psteep» and Pacive = Pytaric +

For group policy and hybrid policy, as analysing a multi-
BS system is needed, an exact analytical solution may not be
available due to the curse of dimensionality. Therefore, the
IESA framework may be preferred as a reasonably accurate
estimation of the QoS measures in a computationally effi-
cient manner may be obtained.

IESA may be used to evaluate blocking probability in
systems where mutual overflow exists whereby the tradi-
tional EFPA-based approximation to a surrogate model is
applied. To avoid underestimation of blocking probability in
such system due to certain inherent assumptions, the surro-
gate system for IESA is preferred to increase the validity of
both assumptions. Therefore, when the EFPA-based
approximation is applied to the surrogate model, these
approximation errors due to the Poison and independence
assumptions may be reduced.

The surrogate system is formally described as follows.
Each request may include three attributes, namely the iden-
tity I, overflow record A, and estimation of congestion level
Q. I contains the “identity” information on the request which
does not change during its service period, such as its origin
and expected service time. A represents the set of BSs that
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has rejected admission of the request due to sleep or viola-
tion of delay requirement. Q contains information on the
number of overflows ever experienced by the request itself
or other existing requests in the network.

Let I'; denote the set of BSs that a request originated from
BS i is allowed to overflow. A new request has A=(J; and
Q=0. When request C originated from BS m with attributes
I; Ag; € arrives at BS i (i and m can be the same), it will
be admitted if its admission does not cause violation of the
delay requirement for other existing requests. Otherwise, if
the most senior (highest ©2) request K in service has £,<€Q;,
the incoming request C will overflow to one of the BSs in
I, and its attributes become {1, A, UI, Q.+1}. However,
if Q,2Q.,, requests k and T and will exchange their third
attribute, Q, before request C’s overflow. In this way, the
overflow request will have attributes {I., A, i Q.+1} and the
request in service will have {I, A, Q.}.

By the information exchange mechanism, an overflow
request retains its identity (I) and actual overtlow record (A)
while gathering network congestion information (2) from
other calls. By definition, |Al=Q for any request in the
network. The attributes and the information exchange pro-
cess described previously are designed for a special mecha-
nism that estimates the probability that all of the unat-
tempted BSs are not available.

The estimation is based on the values of A and Q of an
overflow request. If all of the unattempted BSs are presumed
unavailable, the request will be blocked and cleared imme-
diately without attempting the remaining BSs. p,*, IA.l, €2
is defined as the probability that a request T with the
attributes {I., A., Q;}, gives up attempting in a surrogate
model with parameter k*. The parameter k* is dependent on
the specific system and is defined as the maximum allowable
value of the attribute Q of any request in the surrogate model
and is a measure of the level of dependency in the real
system. Denote n,=IT,I, then p,*, IA.l, €. is evaluated as:

if Q<ny, 14

0
piees 1AL Q2= ( i — 14l
()
n; 4]

where |Al=n,=k*.

Q—IAI]
nl

if Q=

a,,,, is defined as traffic offered to BS i with n overflows
and Q=j, and A, ; as total combined traffic offered to 1 with
Qx=j, the relationship between these two parameters is

1s)

i

i
Aij= Z Z @i fm>

=0 m=0

By definition, A, =A, _+2,, """ ai, j for j=1, 2, . ..
k*-1 with initial values A, ,=a, o, A=A/l

The surrogate is a hierarchical system based on the value
of Q. Blocking probability at a certain level is not affected
by the traffic on higher levels (higher value of €2). Therefore,
if the blocking probability of an M/M/1/K-PS queue (with-
out vacations) with offered traffic A is denoted as p,”*(A; K),
the relationship between the blocking probability B, ;and A, ;
at each level j can be obtained as
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B { pfS(A;,j, K) if BS iis active; (16)
i =
1

if BS iis sleeping’

where O<j<k*.

In normal circumstances, blocked traffic at a BS is
allowed to overflow to other BSs. However, due to the
giving up mechanism above, a proportion of the overtlow
traffic will be dropped. The dropped traffic will not be
included when calculating the blocking probability of the
next level. The traffic offered to the highest level of the
system, namely level k*-1, is the total offered traffic as it
includes all the levels below. Therefore, A, 1+_; (1-B, 4«_ Dis
the total carried traffic by BS i. The system blocking
probability can thus be measured by 1 minus the ratio of
carried traffic to the offered traffic. Thus we can derive the
system blocking probability by IESA as:

. ZicvApr 1 (1= Bige )

(1
B=1- ZicuA;

where U is the set of all BSs in the system.

Denote A=A, ;./u. Referring back to previous analysis for
the individual policy, by replacing A with A, and setting t*=co
(as the BSs will not enter sleep mode due to BS operating
policies), the approximated mean delay following the same
analysis as in (2) to (11) can be obtained.

The power consumption of an active BS 1 in the coop-
erative scheme is given by

AP as)

&

oop _
PIC = Pyaic +

The hybrid policy is the joint application of the individual
and group policies. The QoS measures for the hybrid policy
can be obtained by following the analysis of the group
policy. However, when calculating the blocking probability
of traffic at each level in a single BS as in Equation (16), we
should replace the term as p,” S(Al.,k; K), in (16) by E(B) in
(10) following the analysis of ((2) to (10)), as the state
probabilities for a BS in the hybrid policy follow an M/M/
1/K-PS queue with vacations and BS operating policies. In
the hybrid policy, a BS selected to be active based on the
switching patterns may still enter sleep due to the BS
operating policies. Therefore, the power consumption of
such a BS is given by

ax

a9

A; P
b ihy
[)lhy = pacrive(eraric +

C; ] + Psteep Psteep-

Experiments were performed to evaluate the perfor-
mances of an example cellular network infrastructure in
accordance with the embodiments of the present invention.
Referring to FIG. 5, there is shown power consumption data
collected from a real BS site. Static power consumption was
about 1867.6 W and the maximum power consumption was
about 2150 W. It was assumed that the site was composed of
7 identical BSs (such that P,,,, ~266.8 W and P "“~40.43
W for each BS) and one BS was switched to sleep for the
group and hybrid policies (assume Psleep~10 W). Traffic
offered to each BS was the same with mean arrival rate
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~=0.8 arrivals/s (if not specified otherwise) and mean ser-
vice time 1/u=1 s. The parameter k* for IESA was set to 12.

Now referring to FIG. 6 and FIG. 7, there is shown an
experiment result showing the analytical and simulation
results for blocking probability and mean delay for all
policies. Parameters were set as N=3; t*=3 for the individual
and hybrid policies. From the results, analytical analysis
validates that the individual policy gives very accurate
results for blocking probability and mean delay, and the
approximations for mean delay and blocking probability in
both group policy and hybrid policy are quite accurate.

For group policy and hybrid policy, traffic load corre-
sponding to the blocking probability range was 107>-1072,
which may be practical for cellular networks in some
applications. The results show that the estimation errors of
blocking probability and mean delay in both schemes were
less than 20%. In terms of computational efficiency, the
running time of analytical approximation (about 0.2 second)
was about five orders of magnitude lower than that of
simulation (about 3 hours). Given its reasonable accuracy,
this approximation can be used for searching optimal solu-
tions to tradeoff between power consumption and QoS in
cellular networks.

Referring to FIG. 8 and FIG. 9, there is shown an
experiment result showing the tradeoff between power con-
sumption and QoS measures including mean delay and
blocking probability. In FIG. 8, K was set to be 10 to
investigate the power-blocking tradeoff under the same
maximum allowable mean delay constraint. Parameter N for
the individual policy and the hybrid policy was changed to
obtain different values for power consumption and blocking
probability. Power consumption for the group policy and
hybrid policy was defined as the average power consump-
tion per BS. N is the number of arrivals that must be
accumulated for a sleeping BS to be switched to active
mode. Therefore, when N increases, power consumption
decreases and blocking probability increases, as each BS
spends more time in sleep mode.

The results also show that the individual policy was the
most flexible scheme in trading off blocking probability for
power consumption among all three operating policies.
However, the group policy may achieve a lower blocking
probability for the same amount of power consumption than
the individual policy, and the hybrid policy may further
reduce power consumption while attaining similar blocking
probability as the group policy.

In FIG. 9, the value of K was set to guarantee that the
blocking probability was less than 1% and obtain corre-
sponding values of mean delay and power consumption. The
results show that the group policy and hybrid policy may
attain a shorter mean delay as compared to the individual
policy, while maintaining the same level of power consump-
tion. Meanwhile, similar to the FIG. 8, by adjusting the
parameter N, the individual policy and hybrid policy may
reduce power consumption at the expense of relatively
higher delay.

Referring to FIG. 10, there is shown a tradeoff between
mean delay and blocking probability for individual policy
and group policy in a more intuitive way. By adjusting the
parameter K while keeping all other parameters constant,
different values for maximum allowable delay of a request
were set. When the maximum delay requirement is stricter,
requests are more likely to be dropped as they fail to satisfy
the requirement for every scheme. Also, as power consump-
tions for all schemes are in a narrow range (240-260 W), it
can be concluded that the group policy and hybrid policy
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may achieve a better delay-blocking tradeoff as compared to
the individual policy for a similar amount of power con-
sumption.

The above embodiments may be advantageous in that the
performance of BS operating policies can be evaluated in
terms of the tradeoff by modelling each BS as an M/M/1/
K-PS queue with vacations. Accurate, robust, scalable and
computationally efficient analytical means may be applied to
evaluate QoS and power consumption in cellular networks
with BS sleeping.

In some of these advantageous embodiments, the numeri-
cal experimental results show that the group policies and
hybrid policy may achieve a better tradeoff as compared to
the individual policy. The analytical results may be useful
for network design and optimization applications when there
is a need to search for optimal solutions, and such a search
involves a large number of calculations of mean delay,
blocking probability and power consumption under a wide
range of conditions and scenarios.

Advantageously, the embodiments of the present inven-
tion may be further extended to more general scenarios,
including but not limited to networks with multilayer het-
erogeneous cells, and networks with asymmetrical offered
traffic to each BS.

It will be appreciated that where the methods and systems
of the present invention may also be either wholly imple-
mented by computing system or partly implemented by
computing systems then any appropriate computing system
architecture may be utilised. This will include stand alone
computers, network computers and dedicated hardware
devices. Where the terms “computing system” and “com-
puting device” are used, these terms are intended to cover
any appropriate arrangement of computer hardware capable
of implementing the function described.

It will also be appreciated by persons skilled in the art that
numerous variations and/or modifications may be made to
the invention as shown in the specific embodiments without
departing from the spirit or scope of the invention as broadly
described. The present embodiments are, therefore, to be
considered in all respects as illustrative and not restrictive.

Any reference to prior art contained herein is not to be
taken as an admission that the information is common
general knowledge, unless otherwise indicated.

The invention claimed is:

1. A method for operating a communication system,
comprising the steps of:

powering a plurality of base stations based on a plurality

of operating policies, which comprise a group policy,
each base station operating in an active mode or a sleep
mode having less power consumption than in the active
mode; wherein under the group policy, the plurality of
base base stations are arranged to switch between
operating in the sleep mode and the active mode based
on a predetermined pattern and a dynamic pattern
associated with a predetermined traffic load offered by
the communication system;

analyzing an overall power consumption for powering the

plurality of base stations with respect to a quality of
service of the communication system; and

switching at least one of the plurality of base stations to

operate between the sleeping mode and the active mode
based on a result associated with the overall power
consumption and/or the quality of service.

2. The method for operating a communication system in
accordance with claim 1, wherein the plurality of operating
policies further comprises an individual policy under which
a base station of the plurality of base stations operating in the
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active mode is arranged to switch to operate in the sleep
mode when said base station is determined to have been idle
for a predetermined period.

3. The method for operating a communication system in
accordance with claim 2, wherein a base station of the
plurality of base stations operating in the sleep mode is
further arranged to switch to operating in the active mode
when a predetermined number of service requests is reached.

4. The method for operating a communication system in
accordance with claim 2, wherein the plurality of operating
policies further comprises a hybrid policy in which at least
one of the plurality of base stations is operating under the
individual policy, and the remaining of the plurality of base
stations is/are operating under the group policy.

5. The method for operating a communication system in
accordance with claim 1, wherein a base station of the
plurality of base stations operating in the sleep mode is
arranged to pass a service request reaching said base station
to a surrogate base station of the plurality of base stations.

6. The method for operating a communication system in
accordance with claim 5, wherein the surrogate base station
is a nearby base station.

7. The method for operating a communication system in
accordance with claim 1, wherein the step of switching at
least one of the plurality of base stations to operate between
the sleep mode and the active mode includes switching the
plurality of base stations to operate in a selected one of the
plurality of operating policies.

8. The method for operating a communication system in
accordance with claim 1, wherein the step of analyzing the
overall power consumption with respect to the quality of
service includes estimating the overall power consumption
and the quality of service of the communication system
when the plurality of base stations operates based on each of
the plurality of operating policies.

9. The method for operating a communication system in
accordance with claim 8, wherein the quality of service is
represented by at least one attribute associated with the
performance of the plurality of base stations in processing
service requests reaching at least one of the plurality of base
stations.

10. The method for operating a communication system in
accordance with claim 9, wherein the at least one attribute
includes a blocking probability and a delay period in pro-
cessing the service requests.

11. The method for operating a communication system in
accordance with claim 9, further comprising the step of
determining a representation associated with the at least one
attribute and the overall power consumption using an ana-
lytical approximation.

12. The method for operating a communication system in
accordance with claim 11, wherein the representation is
further associated with a predetermined traffic load offered
by the communication system.

13. The method for operating a communication system in
accordance with claim 11, wherein the analytical approxi-
mation is based on a single server processor sharing queue.

14. The method for operating a communication system in
accordance with claim 13, wherein the single server proces-
sor sharing queue includes the parameters of Poisson arriv-
als, exponentially distributed service time, a finite buffer and
vacations.

15. The method for operating a communication system in
accordance with claim 1, wherein the plurality of base
stations are arranged to facilitate a cellular network.

10

15

20

25

30

35

40

45

50

55

60

65

16

16. A communication system comprising:

a plurality of base stations each arranged to operate based
on a plurality of operating policies, which comprise a
group policy, each base station operable in an active
mode or a sleep mode having less power consumption
than in the active mode; the base station arranged to
switch between operating in the sleep mode and the
active mode based on a predetermined pattern and a
dynamic pattern associated with a predetermined traffic
load offered by the communication system;

an analyzer arranged to analyze an overall power con-
sumption for powering the plurality of base stations
with respect to a quality of service of the communica-
tion system; and

a controller arranged to switch at least one of the plurality
of base stations to operate between the sleeping mode
and the active mode based on a result associated with
the overall power consumption and/or the quality of
service.

17. The communication system in accordance with claim
16, wherein the plurality of operating policies further com-
prises an individual policy under which a base station of the
plurality of base stations operating in the active mode is
arranged to switch to operate in the sleeping mode when said
base station is determined to have been idle for a predeter-
mined period.

18. The communication system in accordance with claim
17, wherein a base station of the plurality of base stations
operating in the sleep mode is further arranged to switch to
operating in the active mode when upon a predetermined
number of service requests is reached.

19. The communication system in accordance with claim
16, wherein a base station of the plurality of base stations
operating in the sleep mode is arranged to pass a service
request reaching said base station to a surrogate base station
of the plurality of base stations.

20. The communication system in accordance with claim
19, wherein the surrogate base station is a nearby base
station.

21. The communication system in accordance with claim
17, wherein the plurality of operating policies further com-
prises a hybrid policy in which at least one of the plurality
of the base stations is operating under the individual policy,
and the remaining of the plurality of base stations is/are
operating under the group policy.

22. The communication system in accordance with claim
16, wherein the controller is arranged to switch the plurality
of base stations to operate in a selected one of the plurality
of operating policies.

23. The communication system in accordance with claim
16, wherein the analyzer is arranged to estimate the overall
power consumption and the quality of service of the com-
munication system when the plurality of base stations oper-
ates based on each of the plurality of operating policies.

24. The communication system in accordance with claim
23, wherein the quality of service is represented by at least
one attribute associated with the performance of the plurality
of base stations in processing service requests reaching at
least one of the plurality of base stations.

25. The communication system in accordance with claim
24, wherein the at least one attribute includes a blocking
probability and a delay period in processing the service
requests.

26. The communication system in accordance with claim
24, wherein the analyzer is further arranged to determine a
representation associated with the at least one attribute and
the overall power consumption using an analytical approxi-
mation.
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27. The communication system in accordance with claim
26, wherein the representation is further associated with a
predetermined traffic load offered by the communication
system.

28. The communication system in accordance with claim
26, wherein the analytical approximation is based on a single
server processor sharing queue.

29. The communication system in accordance with claim
28, wherein the single server processor sharing queue
includes the parameters of Poisson arrivals, exponentially
distributed service time, a finite buffer and vacations.

30. The communication system in accordance with claim
16, wherein the plurality of base stations are arranged to
facilitate a cellular network.

#* #* #* #* #*
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