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Abstract—Generating choreography from music poses a sig-
nificant challenge. Conventional dance generation methods are
limited by only being able to match specific dance movements to
music with corresponding rhythms, restricting the utilization of
existing dance sequences. To address this limitation, we propose a
method that generates a label, based on a probability distribution
function derived from music features, that can be applied to
music segments of varying lengths. By using the Kullback-Leibler
divergence, we assess the similarity between music segments
based on these labels. To ensure adaptability to different musical
rhythms, we employ a cubic spline method to represent dance
movements. This approach allows us to control the speed of
a dance sequence by resampling it, enabling adaptation to
varying rhythms based on the tempo of newly input music.
To evaluate the effectiveness of our method, we compared the
dances generated by our approach with those generated by other
neural network-based and conventional methods. Quantitative
evaluations demonstrated that our method outperforms these
alternatives in terms of dance quality and fidelity.

Index Terms—Choreography, Music-driven Dance, Dynamic
Programming, Cubic Spline

I. INTRODUCTION

For centuries dancing has played a significant role in human
entertainment and culture as an artistic expression. Dancers on
a stage may present a harmonious visual beauty by swaying
their bodies according to the rhythm of the background music,
so that participants, both dancers and spectators, enjoy the
performance. Because of this feature, dancing is still popular
even when people enter a virtual world. However, it is costly
and challenging to create a virtual dance that looks natural
based on a given piece of music.

Producers of virtual reality and game applications that in-
volve virtual dancing often incur significant costs in employing
professional choreographers and hiring motion-capture equip-
ment. To achieve cost savings researchers have considered
the development of computer-based choreography by using
existing motion data as important [1]-[3]. The main challenge
arises from the relationship between music and human motion.
There have been several approaches to address this.

Neural network-based approaches are currently popular. The
encoder-decoder framework [4], which is used successfully in
cross-model learning, such as natural language processing and
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time series prediction, has also been applied to choreography
generation [3]. In this method, the encoder projects the human
pose and music parameters into a latent vector space. The
decoder restores the vectors in the latent vector space to
the human pose parameters. Existing publications, e.g., [5]-
[7], have focused on finding a better network structure to
improve the time consistency of the generated dance music
and movement and the generation of human movement that
appears more real and natural. The former requires that the
generated dance and corresponding music can be synchronized
on the beat, and the latter requires that the generated human
posture can meet human dynamic constraints.

These approaches require a large amount of dance move-
ment data. Public dance datasets obtained from professional
dancers using motion capture equipment are highly accurate
but rare [8] because of the significant cost.

Currently, most data sets are based on posture estimation of
dance videos [9], [10], giving dance movement data that are
often noisy. Results obtained by estimating real 3D positions
from the 2D positions in the video will inevitably contain
larger errors than those obtained by motion capture equipment
[11]. These datasets often adopt different human skeletal
models, so researchers can choose only one dataset as the
training set of neural networks.

Unlike neural network-based approaches which suffer from
freezing the action, approaches based on artificially designed
features have better robustness. These approaches [1], [2]
establish a relationship between dance movement and music
segmentation. After building a music-motion database, a new
dance can be produced according to the similarity of the fea-
tures extracted from input music. Methods based on dynamic
programming [12] and motion graph [1], [13] can be applied
to organize candidate motions to avoid an exponential search
space.

In this paper, we propose a new dance generation method
based on dynamic programming and the similarity of musical
features. In the pre-processing phase, we use the dance’s
background music as the label of the dance movements to build
a database of dance segments. In the generation phase, the
same process is used to generate labels for dance background
music input by the user. Then candidate dance segments are
selected according to the similarity of the labels of the input
dance and those in the dance database. Finally, we organize
the candidate dance motions by dynamic programming and
generate transition motions between adjacent segments.

The key contributions of this paper are:

1) We generate a new music label based on the probability

distribution function using music features. This label can



be applied to music segments of different lengths, and by
using the Kullback-Leibler divergence (KL divergence),
we can determine the similarity of music segments based
on this label. The music similarity measurement we have
proposed can be applied to dance segments of varying
lengths. This distinguishes our approach from existing
methods for dance generation, as we are not constrained
by the duration of the music segments. Consequently, it
significantly broadens the range of dance segments that
can be selected, offering more possibilities to create new
dances.

2) To make the motion sequences adaptable to different
music rhythms, we employ cubic splines [14] to rep-
resent dance movements. This allows us to control the
speed of a dance sequence by resampling it, thereby
adapting to different rhythms based on the tempo of
newly input music.

3) We conducted a comparative analysis between our
method and other neural network-based and conven-
tional dance generation methods [2], [9], [10], [15]. This
quantitative evaluation demonstrated the superiority of
our method over these existing methods.

The remainder of this paper is organized as follows. Section

II reviews existing methods from related publications. In
Section III, we present the details of the new method to
generate dance based on music. Section IV contains extensive
quantitative results of its comparison against existing methods
and a discussion.

II. RELATED WORK

Existing methods for choreography generation can be di-
vided into two categories: (1) conventional methods based on
feature similarity, and (2) methods based on neural networks.
We provide a new method for the first category and compare
it with existing methods. Below, we review the relevant
publications under these two categories.

A. Conventional Methods Based on Feature Similarity

These follow a decomposition-combination process: (1)
decompose the complete dance in the dance database into
small segments, each of which consists of several frames; (2)
extract musical and motion features from each segment; (3)
select candidate segments, and combine them according to the
similarity of their features. After Kim et al. [16] proposed
a temporal correspondence between musical and kinematic
beats, the segmentation of music data based on musical
rhythm has been widely utilized in later music-driven motion
generation studies [5], [6], [12] because rhythm is a key factor
in how people perceive the speed of movement. Shiratori et al.
[1], [13] applied synchronization of music and motion intensity
to select candidate motion segments and utilize a motion graph
[17] to generate a new dance. Chu et al. [18] proposed a
new algorithm to extract the rhythm of music and motion
and applied it to background music replacement. Ofli et al.
[19] suggested a many-to-many relationship between dance
movements and musical data and treated musical measures
as the smallest compositional unit of music to divide the

entire dance into segments. To address the many-to-many
relationship between music and dance, two statistical models
were proposed. One learns a many-to-one mapping from music
to dance, while the other focuses on a one-to-many mapping
from music to dance. Fan et al. [12] utilized correlation
coefficients between musical and motion features as indicators
of the music-motion relationship, and introduced a two-way
dynamic programming procedure for simultaneous forward
and backward searching processes. Such an approach can be
used if both the initial pose and ending pose are known.
Lee et al. [2] directly used music features to detect the
boundary of the dance segments and measured the similarity of
dance segments to aid artificial selection. Their main pipeline
for dance generation is similar to our pipeline. They first
establish a dance database and extract a music feature as the
label of dance movement. The key difference between the
two methods is that our method can generate vibrant dances
automatically without any human intervention, while their
method requires human selection to organize dance segments,
as an aid for manual choreography. Specific methodological
differences between the two approaches are their use of the
average of music feature vectors within corresponding time
intervals to generate motion data labels and our incorporation
of the distribution function of music feature vectors within
the corresponding time intervals. This allows our algorithm
to consider finer details of dance features during the dance
generation process. For segment labeling, Lee er al. [2] directly
used the average over the frames within each segment so that
each music segment is represented by a single feature vector.

The method we propose first performs clustering on all
frames of the music in the database. Then, the distribution
function of the clusters in each segment is used as the label for
that segment. Based on our method, the data labels obtained
can preserve more temporal information.

Conventional methods based on feature similarity decom-
pose the entire dance into several segments and then reorganize
these segments to generate a new dance according to the input
music. Because dance movements directly come from ground-
truth data, the generated dance movements are realistic.

However, the entire dance is divided into segments accord-
ing to the rhythm which decides the length of the segment,
and these methods can not adjust the length of segments. As a
result, specific motion segments can only be synchronized with
music that has specific rhythms. This may adversely affect
efficiency when using the already limited dance motion data.

B. Methods Based on Neural Networks

A Recurrent Neural Network (RNN) predicts the next frame
according to its last output and its current hidden states, which
makes it popular for motion generation [10], [20], [21].

In the conventional RNN training phase, the RNN is re-
cursively given a sequence of ground truth motion data rather
than its own training output. This method increases the speed
of training but leads to error accumulation in the test phase
because the RNN is unaware of the ground-truth data in this
phase [21]. Zhou et al. [21] proposed an auto-conditioned
Recurrent Neural Network (acRNN) to utilize its own output



periodically as the following input and gradually increase the
proportion of its output to overcome the freezing of motion
caused by error accumulation. Huang et al. [10] followed Zhou
et al. [21] and used a dynamic auto-condition learning ap-
proach to alleviate error accumulation by the recurrent neural
network so that their neural network was able to generate a
long-term dance movement without freezing motion.

After Vaswani et al. [22] proposed a new neural network
model, named transformer, and achieved success in sequence-
to-sequence generation tasks in Natural Language Processing
(NLP), the transformer became a popular method in time series
prediction. It may also be applied to human motion prediction
and generation. Li et al. [9] proposed the largest public dance-
music paired dataset, AIST++. In existing studies on dance
generation [10], [23], the specific dance motion is usually
paired with unique music. It is also possible to match several
different dance motions with the same music in the dance
dataset, AIST++. Li et al. [9] proposed the Full Attention
Cross-Modal Transformer (FACT) which uses a short motion
seed and musical data to synthesize future dance motions so
that the network can learn the many-to-many relationships
between musical data and dance. FACT uses two transformers
to encode music features and human pose features separately
to two embedding vectors and then concatenates them as
the input of the cross-model transformer. To address motion
freezing, the cross-model transformer predicts several frames
in the future rather than just single frames. Zhang et al. [24]
first extract the musical rthythm and melody and use a musical
style classifier. Their network uses musical style, melody and
rhythm as control signals. They [25] proposed a new concept,
the dance melody line, as a control signal. The dance melody
line is extracted from dance motion directly and shared by
different dance motions. Li et al. [15] designed a 3D-pose
Vector Quantised-Variational AutoEncoder (VQ-VAE) to sim-
ulate a codebook, using elements in this codebook to present
any dance motion pieces. To present a wide range of dance
movements based on a limited dance data set, they trained
two 3D-pose VQ-VAEs, for the upper and the lower body,
separately. To address the one-to-many relationship between
music and dance, Sun et al. [26] proposed an adversarial
learning framework based on a generative adversarial network
(GAN).

The above studies usually generate the dance motion frame
by frame. The dance is regarded as a sequence of poses so
that the neural networks are trained to learn the relationships
between poses. However, a short dance combines hundreds of
poses. So this strategy makes it easier for errors to accumulate
and makes the training process of neural networks more time-
consuming. Ye et al. [7] considered the work process of
human choreographers who treat a dance as a combination
of choreographic action units (CAU) which are indivisible
clips of dance movements. The unchanged CAU allows neural
networks to ignore all the minor details of the whole dance and
use fewer steps to generate the dance. This strategy reduces
error accumulation and computational time. However, the
CAU is a more sophisticated concept and determining a CAU
is the most crucial step in such a method. Current methods
often collect CAUs designed by professional choreographers.

Another challenge of this method is to generate the transitions
between CAUs. Ye et al. [7] proposed a U-shape neural
network inspired by image inpainting [27] to inpaint the tran-
sition gap between adjacent CAUs. Lee et al. [23] proposed
a decomposition-to-composition framework consisting of a
Variational Autoencoder (VAE) and a Generative Adversarial
Network (GAN) to model CAUs and to learn how to organize
them. Li et al. [8] proposed a two-stage approach. The first
stage selects the keyframes and generates poses in between
them, and the second stage generates the motion curve with
a similar effect between two adjacent keyframes. Chen et al.
[6] designed an embedding module to capture music-dance
connections. Aristidou et al. [5] used the dance units and
considered the distribution of the motion motif to keep the
dance style consistent.

III. PROPOSED METHOD

In this section, we describe in detail the process of our dance
synthesis method. The entire process consists of two main
stages. The first stage is to establish a dance motion database
consisting of a sufficiently large number of dance segments
with their corresponding musical labels, and the second stage
is to synthesize a new dance according to the particular audio
signal input digital data provided by the user.

A. Dance Dataset

We used a dance dataset called AIST++ [9]. To the best of
our knowledge, AIST++ is the largest human dance motion
dataset. It contains 1,408 sequences of 3D human dance
motions paired with corresponding music data. Each frame of
the sequence is represented by a human skeleton which is a
popular representation of the human pose. It consists of bones
and joints. Each joint represents a key point of the human
body, and each bone represents a link between two different
joints (Fig. 2). There are two kinds of human skeletons in
AIST++: (1) Common Objects In Context (COCO) format
with 17 joints [28], and (2) Skinned Multi-Person Linear
Model (SMPL) format with 24 joints [29].

Li et al. [9] divided AIST++ into several non-overlapping
parts for cross-modal analysis between human motion and
music data. They chose 998 sequences from the dataset and
divided them into a training and a testing dataset. We only
used the AIST++ training dataset to establish the dance motion
database.

A dance motion sequence in AIST++ is a time series
of human poses and denoted as X = {x1,X2,...,Xp}.
Each human pose is represented by a vector x; =
(Pt,0,9¢,0, 9,1, - - - » d¢,23) Which describes an SMPL skeleton
containing a root node and 23 joint nodes as shown in Fig.
2. The root node of the SMPL skeleton is represented by a
3-dimensional coordinate p;o € R* and a unit quaternion
dr,0 € R%. The 3-dimensional coordinate and the unit quater-
nion represent the position of the skeleton and the global
rotation of the skeleton, respectively. The structure of the
SMPL skeleton and the correspondence between SMPL joint
names and indices are shown in Fig. 2. For each joint node,
we used a unit quaternion q;; € R?* to indicate its relative
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Fig. 1: The overview of our method.

rotation with respect to its parent joint. To represent each
human pose in our motion sequences, we created a vector
by concatenating a 3-dimensional position vector and 24 4-
dimensional quaternions. This results in a vector with a total
dimensionality of 3 4 24 x 4 = 99 for each human pose.

B. Dance Segmentation

Here we describe how we divide the entire dance sequence
into segments.

According to [16], there is a strong correlation between mu-
sical and kinematic beats along the time axis. We assume that
the original dance in the database is well synchronized with
the corresponding music, and dancers will start or terminate
actions at the time of musical beats. Thus, musical beats are
clues to detect the boundaries of a dance segment. As shown
in Fig. 3, we extracted the raw musical features from the raw
music signal and generated the same number of music feature
vectors as the number of poses. In Fig. 3, each rectangle
represents a music feature vector and the red blocks represent
music feature vectors corresponding to the musical beats. We
used these musical beats as boundaries to divide the entire
dance into several short segments. These dance segments have
an advantage over poses as units for choreography because the
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Fig. 2: The structure of the SMPL skeleton and the correspon-
dence between SMPL joint names and indices.
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Fig. 3: The feature vectors are extracted from audio signals and
synchronized with the dance motion. The red blocks indicate
the beats.

kinematic beats can always synchronize with the musical beats
within the same dance segment.

C. Music Features

Previous studies have used many musical features to analyze
musical structure, music generation, and choreography gen-
eration. We selected 20-dimensional Mel-frequency cepstral



Music feature Dimension  Feature function

Onset Strength Envelope 1 The amplitude variations over time in an audio signal.

Mel-Frequency Cepstral Coefficients 20  Simulate the auditory characteristics of the human ear.

Chroma Energy Normalized 12 Quantify the distribution of musical pitch classes.

Peak of Onset Strength Envelope 1  The presence of peaks or prominent local maxima in a given spectrogram.

TABLE I: The music features we used.

coefficients (MFCC), 12-dimensional chroma, a 1-dimensional
envelope and a 1-dimensional one-hot peak as the raw music
features. The details are shown in Table L.

The selection of these features is based on their ability to
capture different aspects of music, including spectral content,
pitch information, dynamics, and specific frequency compo-
nents. By combining these features, a comprehensive repre-
sentation of each audio signal can be obtained. Algorithms for
tracking beats in audio signals have been well-studied. In our
implementation, we used the realization of Librosa [30] which
is a widely used library in audio analysis and processing.

D. Segment Label Synthesis
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Fig. 4: The music labels of dance segments based on musical
beats and the music feature clustering.

Existing publications usually use the musical and kinematic
features together as the label of the dance segments, e.g., [12],
[13], [19]. There are two representations for pose similarity
measures: the positions and rotations of joints. The problem
with the position of joints is how to keep spatial invariance
when Euclidean distance is used to measure the similarity of
postures. For example, the Euclidean distance between two
similar poses facing different directions may be significant.
The local rotation of joints is a better presentation than the
3D position if we want to keep the spatial invariance because

similar poses always have similar local rotations of joints,
even if they face different directions. However, Pavllo et al.
[31] pointed out that it is crucial to consider prediction errors
(caused by differences between the ground-truth poses and
the predicted poses) in different joints, and it is difficult to
determine the weight of each joint in the similarity measure.
For example, the same rotational difference has a more signif-
icant effect in spinal joints than in limb joints. To address this
issue, we used only music features to measure the similarity
between segments because the audio signal has less noise and
is more robust. In the AIST++ dataset [9], each dance genre
has several background music tracks and there exists a one-
to-many relationship between background music and dance
motion in the AIST++ dataset. [9]. Thus, the music features
are enough for the dance genre and motion selections.

Dance segments obtained after segmentation have different
lengths because the rhythms of the background music in
the AIST++ are different. Drawing on [32], we proposed a
music-feature-based label that can be used to measure the
similarity between music segments of varying lengths. As
shown in Fig. 4, we first extracted the raw music features
from the audio signal, and then principal component analysis
(PCA) was applied for dimensionality reduction. Next, we
used the K-means clustering algorithm to divide the music
feature vectors into clusters. In Fig. 4, we used different
letters as labels to represent the different clusters. To measure
the musical similarity of dance segments, we calculated the
discrete probability distribution of each segment and used
the average Kullback—Leibler (KL) divergence to measure the
similarity of the two music pieces. For two discrete probability
distributions () and P, the distance between them is obtained
by

Dis(P.Q) = 5 (Dkr (PIQ) + Dicz (QIIP) (1)

where Dk, (P||Q) is the KL divergence from @ to P:

K
D (PIQ) =3 Plaog (o) @

and P (z) and @ (z) are the discrete probability distribution
functions (PDFs) of the labels of the input music and the music
from the database (ground truth), respectively. K is the number
of clusters and is set by the user. This music-feature-based
label was used to analyze the structure of music. As shown
in Fig. 5, we used a piece of music in AIST++ to generate
the self-distance matrix. Both vertical and horizontal axes are
time indexes. Dark colors represent high similarity and light
colors represent low similarity. The pattern of diagonal lines
in the self-distance matrix represents repetitive parts of the
music data.



Fig. 5: A self-distance matrix corresponding to background
music called “mWA4” in the AIST++.

As shown in Fig. 5, the self-distance matrix of the sample
music can describe its structure.

E. Motion Features

We utilized the 3-dimensional position for segment connec-
tion and transition motion generation.

Since we chose the SMPL skeleton with 24 joints as our
human skeleton and the SMPL skeleton is described by joint
rotation, we need to obtain the 3D positions of all joints by
forward kinematics [33]. Because the length of the bones that
connect adjacent joints is assumed to be constant, the pose of
the human body is determined by the global position of the
root joint and the orientation of all joints.

The motion capture data in AIST++ comes from different
dancers with different body shapes. To facilitate the motion
analysis, we need to adjust the lengths of the skeletons for
different dancers so that the same bones on different dancers
have the same length. we calculated the average lengths
of the bones from different dancers and then adjusted the
bone lengths to their average lengths. After we obtained
the information on the lengths of all of the bones and the
position of the root joint determining the global position of the
skeleton, we calculated the positions of the remaining 23 joints
using forward kinematics, which employs the rotational data
of the joints relative to each other to determine their respective
positions.

Because a person may have similar poses in different
directions, we used the joints’ relative position with respect
to the root joint and applied the method of [34] to connect
the adjacent motion segments to obtain the total 3D-position
distance, denoted D,,,4c, between two human poses, p, and

Pb, as:

Dpose (pa: pb) = ||pa - Ta,xo,zopr (3)

where

6 = arctan 225 Wi (Ta,2b,5 — Tbj%ag) = (TaZp — ThZa)
Zj w (xa,il'b,j + Zb,jza,j) — (ffb + Z_bz_a)

4
T, =Xy — Tp COS O — Zpsin 6 %)
Zo =24 + Tpsinl — z, cosf 6)

where T, = 3 ;w;xq,; and ), w; = 1. The linear trans-
formation Ty, ., rotates a human pose p; about the vertical
axis by 6 and translates it by (x,, 0, 2,) so that the initial pose
of the next motion segment can be adjusted to a position and
orientation as similar as possible to the current pose.

The 3D positions of all joints are not enough for character
animation generation. For instance, the 3D position alone
cannot fully capture the twisting motion of a bone. Thus, the
final result of the generated dance by our method is described
by the global position of the root joint and the orientation of
all joints.

E Cubic Spline

To make the same dance segment fit music with different
rhythms, we transferred the discrete pose sequence to a
continuous motion curve. Then we can modify the length of
the motion segments and the movement speed by resampling
to address the insufficiency of the limited data. The motion
features contain the local rotation of 24 joints and their global
position. Accordingly, we obtained 25 cubic splines as motion
curves for each segment. For the trajectory of the root joint,
we used a cubic Hermite spline. On a given time interval,
the position of the root joint p(t) can be expressed by a
polynomial, as follows.

p(t) =hoo(t)po + h1o(t)(z1 — z0)mo + hio(t)p1

7
+ hi1(t) (21 — zo)ma @

where t = 2= The mg and m; are the tangents of p(t) at

its endpoints p(xo) and p(x1), respectively.

hoo(t) =2t3 — 3t% + 1 ®)
hoi(t) =t® — 2% + ¢ )
hio(t) = — 2t3 + 32 (10)
hii(t) =t° — ¢ (11)

One advantage of the cubic Hermite spline is that it can keep
the velocity and the position in the keyframes and produce
smooth curves. For the rotation, we used the quaternion cubic
spline which can produce a smooth curve between two poses
and keep the angular velocity of the endpoints. The main idea
of the quaternion Cubic Spline is based on the Cubic Spline,
and both are widely used in animation.

The cubic spline was also applied in motion transition. After
we determined two adjacent dance segments, we used the last
five frames from the last segment and the first five frames from
the next segment to generate a three-frame transition motion
between the two segments.



G. New Dance Generation

When the user inputs new music data, we followed the
same steps to divide it into segments and used the same
parameters for the PCA and K-means clustering to generate
labels for these segments, as shown in Fig. 4. To speed up the
generation, we compared the probability distribution function
of the complete input music data with that of the music data
(ground truth) in the training dataset and chose the n-closest
music data, where n is set by the user. We only selected the
segments from these music data as the candidate segments so
that we did not need to search for candidate segments among
the entire training dataset.

Having selected the n-closest music data, we applied dy-
namic programming to select candidate dance segments by
minimizing a cost function that contains two terms: the music
distance and the pose distance. The optimization problem is
formulated as follows.

N
min <Z [Dpose (p?ldh pitarl) + A- Dis (PO,i7 QO,i)]

i=2 (12)

+Dpose (pinitial’ psltart)> ,

strart and I:)e_nd

where p is the initial pose, and p} n¢ are the
first and last poses of ¢th segment, respectively. The variable
Py,; is the music label’s PDF of the first ¢ selected segments,
and Qo ; is the PDF of the first ¢ music segments of the input
music. When we determined the ¢-th candidate segment, we
did not use the pairwise KL divergence between the PDFs of
the ¢-th input music clips and the i-th candidate segment from
the database. Instead, we used the PDFs on the time interval
from the first beat to the ¢-th beat as shown in Fig. 6.

The latter approach is more appropriate in our case because
the former approach will make the dynamic programming
process focus on matching the music features of the current
segment selection, while the latter considers matching the
music features of the entire dance sequence.

initial
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Fig. 6: Derivation of the probability distribution functions.

In Fig. 6, we illustrate how we derived the PDFs for the
Dynamic Programming procedures. The symbol Qg ; is the
PDF of the first ¢+ music segments of the input music. The
symbols by, b1, etc. represent the locations of the music beats.
The clusters corresponding to the music features of each frame

are represented by different lowercase letters. Because we use
the music beats as the boundaries of the segment, the locations
of these beats are important to calculate the PDF as it is based
on the music features from the start of the dance up to the
current beats, rather than just the music features between the
current and previous beats.

We applied Equation (3) to obtain the difference, D)gse,
between the final pose of the last segment and the first pose
of the next segment, instead of the Euclidean distance of the
coordinates of the corresponding joints, because the Euclidean
distance may include a difference in a position that is not
related to the change of pose. For example, if there is no
change in the pose, i.e., Dpose = 0, there can be a change in
position, so the Euclidean distance will not be zero.

IV. EXPERIMENTS

We compared our method to three neural network-based
state-of-the-art methods: DanceRevolution [10], FACT [9]
and Bailando [15]. DanceRevolution [10] uses its own dance
dataset. Thus, we retrained DanceRevolution [35] on the
AIST++ dataset to achieve a fair comparison with our method.
We used the same parameters for DanceRevolution as used by
the authors [10]. Li er al. [9] provided the AIST++ dataset
and proposed FACT which is a transformer-based method.
Bailando [15] proposed by Li et al. is the latest work on music-
driven dance generation based on the AIST++ dataset. For
FACT [9] and Bailando [15], we downloaded the pre-trained
model from the authors’ GitHub pages [36], [37].

A. Implementation Details

The AIST++ dataset provides 992 pieces of dance paired
with music. There are 952 pieces of dance motion for training,
20 pieces for testing and 20 pieces for evaluation. Including the
data in the test group, Li et al. [9] also used randomly paired
music and motion seeds. Because users may use randomly
paired music and dance motions as input in practice, the
test dataset we used also contains the randomly paired music
and dance motions. We used the same dance movements and
music combinations that Li et al. used. FACT uses a 10-
second motion seed from the ground-truth dance motion so
that they can generate different dances based on the same
music and different motion seeds. Similarly, we used the first
frame from the ground-truth dance motion as the initial pose
of our method. The method described in Lee etr al.’s paper
[2] aims to assist mutual choreography. In their study, they
employed two methods: random generation (selecting dance
movements recommended according to music features by their
algorithm) and manual choreography based on the algorithm’s
recommendations. In our implementation of the method of
[2], we replicated exactly the first method based on random
selection as described in [2], but for the implementation of
the second method of [2], we conducted a manual selection
of dance movements selection as in [2].

DanceRevolution proposed by Huang et al. [10] uses a
skeleton with 25 joints, and the human poses are represented
by the position of the joints. For a fair comparison, we adjusted
the number of output action parameters and retrained the



model using the AIST++ training dataset rather than using
the pre-trained model provided by the authors. The dances in
AIST++ have varying lengths, while all the dance clips in the
DanceRevolution dataset are one minute long. Thus, we take
10-second overlapping clips every two seconds to make all the
training dance clips have equal lengths to facilitate network
training. DanceRevolution always begins each dance with the
same initial pose, regardless of the specific dance performed.
Another difference between our method and DanceRevolution
is that the music from the DanceRevolution dataset contains
lyrics while ours does not. The hyperparameters used in our
neural network training were the same as those in the original
paper [10].

B. Evaluation Metrics

We measured the performance of our method from three
perspectives by five metrics.

1) Motion quality: The Fréchet Inception Distances (FID)
[38] have been popular for measuring the similarity between
ground-truth and synthetic images using generative models
(e.g., a GAN). In this paper, as in [8], [9], we used FID to
assess the similarity between features of the generated dance
and all ground-truth dances in AIST++. The lower the FID,
the more similar the synthetic dance is to the ground-truth
dance.

Below, we provide the details of the FID calculation to
measure the distance between two features extracted from
two datasets. These details are similar to an equivalent FID
calculation presented in [38], where the FID was introduced
as an evaluation metric for synthetic data, and it is included
here for completeness.

FID (Syt; Sgen) =llbgr — Henll3

1\ (13)
+tr (Egt + Bgen — 2 (X gen) 2)

where Sg, Seen are the sets of features extracted from the
ground-truth and generated datasets and have mean vectors
Hot> Hgen and covariance matrices g, Mgen, respectively. The
trace of a square matrix is denoted by tr(-). The first term of
Equation (13) is the squared Euclidean distance between the
tWo mean Vectors, Ly, Mgen, and the second term is the trace
of the following square matrix.

1
[zgt + Do — 2 (B Sen) ] .

Accordingly, the FID will be different depending on the
features used. In this paper, we calculated two kinds of FID,
denoted FID;, and FID,, that were obtained based on the
distributions of the kinetic [39] and geometric features [40],
respectively. The kinetic features represent the velocity of the
motion, and the geometric features represent the geometric
relative position between different joints. Both FIDs, F'IDj
and F'ID,, are widely used in research publications on human
motion generation [8], [9], [15].

2) Motion diversity: To measure the diversity of the gen-
erated motion, we calculated the average Euclidean distances
for kinetic and geometric features as Dist, and Dist,, re-
spectively. For each feature type, kinetic and geometric, we

calculated the Euclidean distances between any two features
for the generated dance motions and then averaged them to
obtain our evaluation of motion diversity.

3) Music-dance alignment: As in previous studies, we
calculated the average temporal distance between each music
beat and its closest kinematic beat as follows.

. ml2
|Blm‘ Z exrp <—mmtd€Bdth_t H) (14)
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where B™ and B¢ are the sets of the times of music and
kinematic beats, respectively. The parameter ¢ was set to be
3.

C. Results

The quantitative results on the AIST++ test set are shown
in Table II. We compared our method with fourstate-of-the-art
methods: the method proposed by Lee et al. [2], DanceRevo-
lution [10], FACT [9] and Bailando [15]. Bailando, proposed
by Li efr al. [15], is the latest work on music-driven dance
generation to our knowledge.

According to the comparison, our proposed approach con-
sistently outperformed all other existing approaches in the vast
majority of evaluations.

Our method performed significantly better than Lee et
al’s method [2] in terms of the similarity of kinetic and
geometric features between the ground-truth and generated
dances. The random selection shows a weak ability in dance
generation because their method simply replicates the dance
clips from the dance dataset. The human manual selection
significantly improves the scores in all evaluation metrics,
but Lee er al.’’s method still suffers the same problems as
manual selection. The lower score in music-dance alignment
indicates our segmentation algorithm performs better than
segmentation based on the novelty function used by Lee et
al. Specifically, our method improved by 20.33 (58.93%)
over the best-compared baseline model, FACT [9], on FIDj
that evaluates the similarity of the kinetic features between
a ground-truth and generated dance by using kinetic features
related to the velocity of all joints to calculate the similarity.
Directly using the dance movements from the dataset does
not yield a lower F'IDj score. The method proposed by Lee
et al. also uses dance clips from the dataset to organize a
new dance. Through experiments, We still find a high F'IDjy
score when manually selecting appropriate dance segments.
Hence, replicating dance segments from the dataset alone
does not yield satisfactory results. Previous studies [1], [9],
[23] have shown a significant relationship between musical
rhythm and joint velocity in dance. In our approach, we
utilize cubic splines to regulate the speed of joint movements
based on the background music’s rhythm rather than just a
replication from the dataset. For F'/D,, we achieved a 1.09
(9.71%) improvement over Bailando which achieved the best
performance among the three baseline methods. Lower F'IDj
and F'ID, means the difference in the statistics of the kinetic
and geometric features between the generated motion and the
ground-truth motion is smaller. Thus, the generated motion
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Fig. 7: Examples of dance motions generated by our method. Each row represents a different dance motion.

FIDy | FID, | Disty 1t Disty? BeatAlign 1
AIST++ (Ground Truth) 10.0212 7.3223 0.283
Lee et al. (random) [2] 497.3034 32.2086 22.8797 3.6424 0.202
Lee et al. (manual) [2] 68.1100 22.7618 11.9332 5.1348 0.215
DanceRevolution [10] 85.1973 44.9465 1.7390 42113 0.203
FACT [9] 34.4971 16.4088 7.9224 6.1689 0.217
Bailando [15] 62.3286 11.2768 9.5037 6.5164 0.194
Ours 14.1669 10.1839 9.8634 5.6391 0.263

TABLE II: Quantitative results on the AIST++ test set with random pairs of music and initial pose; 1 means the larger score
is better while | means the lower score is better; bold values represent the best results for each column.

sequences of our method have a more similar distribution to
the ground-truth motion sequences in AIST++.

In terms of motion diversity, we obtained a better result
for Dist; (9.86 versus 9.50), while Bailando and FACT have
better performance than our method in Dist, (5.64 versus
6.52). However, Bailando has a relatively high value for F'I D,
and shows a lower score for music-dance alignment. The
diversity of motion we generate is better than the baseline
in the kinetic feature space. In the geometric feature space,
the neural network-based approaches show better performance.
The beat-alignment score in Table II shows better performance
by our method than the baseline methods in synchronization
between musical and kinematic beats. The third row is a kick
action from the dance.

In Fig. 7, we present twelve frames to demonstrate our
generated dance motion. Each row of four frames represents

a motion from a generated dance. The animation comprises
60 frames per second and the presented frames were extracted
every 10 frames and are separated by % second time-periods.
Different bones are distinguished by different colors. The first
and second rows show two dance motions in a standing and a
sitting state, respectively, while the motion in the third row is
a kick, demonstrating our method can generate complex dance
motions.

In Fig. 8, we compared a dance achieved by our method
against dances generated by the following state-of-the-art
methods: the method of Lee et al. [2], DanceRevolution [10],
FACT [9] and Bailando [15]. The first row displays the ground-
truth dance movement from the test dataset. Then, each row
displays a short sequence of dance generated by a specific
method, with each column aligned in time. The time interval
between adjacent frames remains constant. Based on Fig. §,
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Fig. 8: Examples of dance motions generated by our method and other state-of-the-art methods.

we observe that we have achieved a significantly better perfor-
mance relative to the conventional method proposed by Lee et
al. and that FACT has achieved the best performance among
the three neural network-based methods. Our method performs
better than FACT in some of the metrics. For instance, in the
third column, the generated pose of the left forearm using our
method exhibits a closer resemblance to the real data than the
pose generated by FACT.

To further compare to Bailando, we present the results of
two other experiments. The first experiment was to generate
a 20-second output, while the other one aimed to generate an
entire dance. The results of the generated dance based on the
first 20-second output are shown in Table III, and those on
the entire dance are shown in Table IV. In Tables III and IV,
we observe that our method performed significantly better than

FID, | FID,| Dist,1 Disty1
Bailando® _ 28.1616  9.6258  7.8373 _ 6.3446
Ours* 12.1742  11.0592 8.7406  5.8964
Bailando 277354 95659  7.5485 6.1969
Ours 11.7145 8.3338 8.3129  5.8381

TABLE III: Comparison based on the first 20-seconds of
generated dance. The symbol * indicates that the test dataset
does not contain random pairs of music and initial poses, and
1 indicates that larger is better while | indicates that lower is
better.

Bailando when the test dataset contains random pairs of music
and initial poses. When the test dataset does not contain the
random pairs of background music and initial poses, Bailando



FIDy | FIDy | Disty 1t Disty 1
Bailando* 64.8358 11.2058 9.8364 6.6346
Ours* 18.5848 12.6156 9.7680 5.4900
Bailando 62.3286 11.2768 9.5037 6.5164
Ours 14.1669 10.1839 9.8634 5.6391

TABLE IV: Comparison based on the complete generated
dance. The symbols *, 1+ and | have the same meaning as
in Table III.

has a slightly better performance in about half of the metrics
such as F'ID,. The clear advantage of our method is in the
case where the test dataset contains random pairs of music
and initial poses. This demonstrates that our method is more
robust, which is especially important because users may use
their background music and initial poses as input, and we
cannot assume that the pair of background music and initial
poses they use is the same as in AIST++.

There is a one-to-many relationship between background
music and dance movement in AIST++. Bailando may not
have considered the impact of this relationship, which may
be the reason for their lower score observed in Tables III and
IV for the test dataset with random pairs of music and initial
pose.

The value of F'IDj becomes relatively high in long-term
dance generation as shown in Table IV, suggesting difficulty in
capturing the rhythm of a longer dance. Bailando has achieved
a better result for the short-term dance generation than the
long-term dance generation. Our method can perform better
when the user inputs a random pair of music and initial pose
because our method considers the one-to-many relationship
between background music and dance movement in AIST++.

FID,| FID,| Dist,1 Disty?
Our method 14.1669 10.1839 9.8634 5.6391
Without chroma 170012 121171 68134 51132
Without MFCCs 159165  14.6387 82509  5.3442

TABLE V: Ablation study of our method on musical features.
The 1 and | have the same meaning as in Table III.

We conducted an ablation study to explore the influence
of musical feature selection. In addition to using the musical
features given in Table I, a combination without chroma, and a
combination without MFCCs were tested as shown in Table V.
The performance is best if both MFCCs and chroma are used
as input musical features. All four evaluation metrics indicate
a significant performance decline without either MFCCs or
chroma. The MFCCs have a greater impact on F'I Dy, Disy,
and Dis,, while chroma has a greater impact on F'1D,.

V. CONCLUSIONS

We have proposed a new dance generation method based on
dynamic programming and the similarity of music features.
The new method generates labels of corresponding dance
segments according to the clustering of music features. To
compare the similarity between dance segments with varying
time lengths, we use KL divergence between the discrete

probability distribution functions of music features that can
indicate the structure of the background music.

We have used a cubic spline to adjust the length of the dance
segments to accommodate different musical rhythms so that
the same clip of background music can be matched with more
dance moves. Because there is a one-to-many relationship
between background music and dance movements, we used
the background music and initial pose of the dance as the
input of our method, allowing it to generate different dance
motions based on the same background music.

We have compared the dances generated by our method with
those of neural network-based methods, and the quantitative
evaluation shows superior performance by our method for
long-term dance generation.
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