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Abstract 
 
Service providers train machine learning models using large datasets owned or acquired by them-
selves, and use these models to offer online services, such as face and voice recognition, through a 
public prediction API. However, a prediction API call, which consists of a query and its response, 
can be vulnerable to adversarial attacks that disclose the internal states of these models. Particu-
larly, a model extraction attack is able to restore important model parameters using the rich in-
formation (e.g., model type, prediction confidence) provided by the prediction API. Once the 
model is extracted, an adversary can further apply model inversion attack to learn the proprietary 
training data, compromising the privacy of data contributors. Another follow-up attack on the ex-
tracted model is evasion attack, which avoids a certain prediction result by modifying its query. 
As countermeasures, researchers have proposed to reduce the rich API output, such as hiding the 
precise confidence level of the prediction response. Adversarial training is also proposed to in-
crease the robustness against adversarial samples. This talk gives a brief review of these attacks 
and defences on machine learning services. Particularly, a boundary differentially private layer 
will be presented to introduce active defence against model extraction attacks. 
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