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Abstract—Portfolio approaches aim to combine different algorithms and take advantages of their strengths since it is challenging for a single algorithm to solve a problem set with all optimization problems. When there are many algorithms to choose from, there are various algorithm combinations of possibilities. Selecting a well-composed algorithm portfolio becomes essential to solve a problem set efficiently. In this paper, we propose a problem set dependent method to automatically and generically accomplish portfolio construction. The problem set can be composed of any problem, and come from any distribution or any benchmark. To decide which algorithm should be added in the portfolio, we utilize the average rank of results from solving problems to find the best-performing algorithm. Then we select complementary algorithms for the portfolio by applying Pearson correlation coefficient of fitness values. The method then iterates to compose more and more complex portfolios until there is no more improvement. This method is tested under three different problem sets. The experimental result shows the good ability of this approach to detect well-cooperated algorithms; and the composed portfolio is proved to have good adaptability to the problem set.

1. Introduction

Numerous algorithms are proposed to solve numerical optimization problems in recent decades. Evolutionary Algorithms (EA) is a class of stochastic optimization techniques that have shown their abilities to solve various kinds of optimization problems. Typical EAs, for example Artificial Bee Colony algorithm (ABC) [1], Particle Swarm Optimization (PSO) [2] and Differential Evolution (DE) [3], are inspired by biological operations in nature. Besides, there are other effective algorithms to solve optimization problems, such as Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [4] and Broyden–Fletcher–Goldfarb–Shanno (BFGS) method [5]. Experiments show that they have competitive abilities in solving various classes of numerical optimization problems. Without loss of generality, we assume that we are solving single objective minimization problems in this paper.

Algorithms have different strengths and weaknesses in solving optimization problems. The No Free Lunch (NFL) theorems [6] reveal that there is no so-called best algorithm that can defeat other algorithms on all types of problems. Therefore, it is natural to compose an algorithm portfolio to solve a problem set with a variety of optimization problems effectively. Since each algorithm in the portfolio can utilize its advantages on its well-performed problems, it is reasonable to infer that the algorithm portfolio should have greater confidence in achieving better average performance on a problem set. Indeed, previous works have shown that the cooperative multiple algorithms in the portfolio is better than a single algorithm [7] [8]. Typical portfolio approaches are classified into no information exchange methods [9] [10] and information exchange methods [11] [12]. These methods use different strategies to combine algorithms to search the landscape. Experimental results confirm that a portfolio outperforms single individual algorithms.

Based on the observation that algorithm portfolio methods are beneficial to solve a set of problems, the construction of the portfolio is also important. Hong and Page state the core of constructing an algorithm portfolio is to choose algorithms with diversity [13]. Hart and Sim prove that complementary algorithms combinations are more likely to improve overall performance [14]. There are also some practical schemes proposed to guide how to compose an algorithm portfolio. Tang et al. extend Population-based Algorithm Portfolios (PAP) [12] to PAP based on Estimated Performance Matrix (EPM-PAP) [15]. They introduce a portfolio construction method by choosing the combination with minimal risk. They utilize EPM, which is obtained by running individual algorithm \( j \) on each of the \( n \) problems \( r \) times, to formulate the probability that algorithms in the portfolio outperform others. The risk that the portfolio fails to win the individual algorithms is estimated by the probability. In this way, the construction of the portfolio is converted to the object of finding the least risky combination. Independently, Yuen and Zhang offer a parameterless plan to compose the portfolio generically. They apply a ranking method to select algorithms [16]. Given \( q \) algorithms, the average rankings of 25 classes of functions in CEC benchmark are used to find the best performing
algorithms, and covariance of rankings, which is a $q \times q$ matrix, is utilized to find complementary algorithms. After forming a portfolio with the lowest-rank algorithm and its most uncorrelated algorithm, they apply MultiEA [9] on this portfolio to solve problems. The portfolio is considered as a new algorithm. Then, the loop of finding the best performing algorithm and its complementary algorithm is repeated until the best portfolio is found.

Meanwhile, other approaches of portfolio construction, which do not specify algorithm interaction method like PAP and MultiEA, are also proposed [17] [18]. With rapidly improved computing resource, cooperation mechanism between algorithms, and allocation of evaluation budget are not most important for algorithms in parallel portfolios. All algorithms in the portfolio run simultaneously until one solves the problem. Therefore, finding representative instances for problem sets are the core for these approaches. For example, the Identification of Complementary Algorithms by Uncovered Sets (ICARUS) proposed by Muñoz and Kirley, use voting system theory to determine algorithm combinations [17]. This approach attempts to find the smallest algorithm set, which can cover all instances in the problem set. Recently, Liu et al. propose a new Generative Adversarial Solver Trainer (GAST) to construct parallel portfolios. Except for using the problems of the set as training instances, the trainer generates new instances to increase the diversity of the training set. With more training instances, the selected algorithm portfolio better generalizes [18].

To evaluate their algorithm portfolio composition approaches, researches apply their method on solving various optimization problems. For example, ICARUS is tested on BBOB benchmarks, and GAST is tested on TSP and SAT problems. In algorithm design and evaluation, the IEEE Congress on Evolutionary Computation (CEC) benchmarks [19] and the black-box optimization benchmark (BBOB) [20] are widely used as training and test suite. However, when solving the practical problems, the winners of these benchmarks are not always perfectly customized. This is because in the real world, it rarely exists that every problem in the benchmark has the same probability of occurrence. Additionally, some real-world problems even do not have a representative in the popular benchmarks. To supplement the baseline problems, some tunable benchmark generators are also designed to offer multiple landscape choices. For example, the Max-Set of Gaussian (MSG) landscape generator [21] and the multi-modal landscape generator [22] provide diversified problem landscapes generated synthetically. Some methods form benchmark test suite based on whether algorithms solve the problems easily [23]. Therefore, how to construct algorithm portfolios for non-uniformly distributed problem sets, which include problems that occur with unequal probabilities and problems from infrequent using benchmarks, are worth discussing.

In this paper, we propose a problem set dependent algorithm portfolio construction method and apply the portfolio with MultiEA to solve the optimization problem. The new approach can be flexibly applied to problems with any unknown probability distribution of functions occurrence, as long as the distribution is independent and identically distributed (i.i.d). Moreover, the problems can be selected from any benchmarks. The relaxed requirements of problems offer an algorithm portfolio composing scheme for diverse problem sets. To determine the complementary algorithms, we utilize Pearson correlation coefficient of fitness values solved by algorithms. This is better than the covariance matrix approach in [16], as the Pearson correlation coefficient normalizes the variance of the two random variables and values are normalized to lie between $[-1, 1]$. Thus, it removes the bias due to the variances. In experiments, we test our composed portfolio with MultiEA by allocating the same evaluation budget as single algorithms under three scenarios. In former two experiments, we test our approach with uniformly and non-uniformly sampled problems from CEC 2013 benchmarks. In the last experiment, we test with function-less problems from MSG landscape generator. The experimental results show that our approach performs well on finding complementary algorithms and composing the portfolios.

The rest of this paper is organized as follows: Section 2 introduces MultiEA and Pearson correlation coefficient, and states our new algorithm portfolio composition approach. Section 3 reports and discusses our experiment results of three experiments. The last section contains the conclusion and future direction.

2. Algorithm Design

2.1. MultiEA

In this design, we adopt multiEA [9] as the method to implement the algorithm portfolio. The same evaluation budget as single algorithms is allocated to MultiEA. With the given algorithm portfolio, MultiEA dynamically selects suitable algorithms to solve the optimization problem generation by generation.

In the first few generations, all algorithms use the same evaluation budget to set up the initial iterations. Then, the data of fitness values and iterations return the convergence curves for each EA in the portfolio. According to the convergence curves, MultiEA predicts the fitness value in the nearest future based on the bootstrap probability. At a common future point, all anticipated results are compared, and the algorithm with the best-predicted value is selected to run one generation until the evaluation budget is used up. In detail, the steps of MultiEA are summarized as:

1) An algorithm portfolio with complementary elements is given.
2) Algorithms set up initial iterations with the same evaluation budgets.
3) With historical data of iterations, each algorithm returns convergence curves.
4) Set a common nearest future point; each algorithm predicts future fitness values based on the convergence curves.
5) For each algorithm, sampling a result based on the bootstrap probability of predicted fitness values.
6) Select the algorithm with the best result to run one iteration.
7) Update the historical iteration data, repeat steps from 4) to 7) until the evaluation budget is used up.

MultiEA has been shown to be an effective algorithm portfolio method from experimental results in [9]. With the operation of dynamically selecting suitable algorithms, it allocates the evaluation budget automatically. Besides, the parameter-less character provides a lot of convenience for the combination of algorithms. It should be noted that MultiEA does not exchange information among algorithms. Therefore, the wanted components of algorithms in the portfolio is supposed to have diverse performance in solving different kinds of problems. Similar performances are likely to make algorithms compete with each other, wasting computing resources. For example, in the case that several algorithms has close fitness values in every iteration, they are likely to share the budget uniformly. If so, no algorithm has enough evaluation budget to converge. Therefore, the right strategies for detecting complementary algorithms for MultiEA are essential.

2.2. Pearson correlation coefficient

Pearson correlation coefficient [24] is commonly used in data science and engineering. It is an index to represent the correlation relationship between two random variables. The range of the coefficient is from -1 to 1. A positive number implies a positive correlation relationship between two variables, that is, one variable increases or decreases as the other one increases or decreases respectively, while a negative number vice versa. The larger the number, the stronger the correlation between the two variables.

A positive correlation coefficient implies that two algorithms have similar trends in solving the problem set, which means two algorithms are likely to be good at the same types of problems. On the contrary, a negative correlation coefficient means algorithms are likely to have inverse performance on some problems, which are the characteristics for complementary algorithms. For example, algorithm a solves a set of 4 problems with fitness value \( f_a = [1, 2, 1, -1] \) while algorithm b returns \( f_b = [-0.7, -2.2, 1] \). If the objective is to get the global minimum value of the problem, algorithm b performs better on the first two problems, and algorithm a is good for solving the last two problems. The correlation coefficient \( \rho = -0.5 \) between these two groups of data shows that a and b are complementary to a certain extent. However, in case that \( f_a = [1, 2, 1, -1] \) and \( f_b = [1.2, 2.5, 1, 1] \), algorithm b obtains worse or equal results compared to algorithm a in solving every problem in the set. The correlation coefficient is \( \rho = 0.6 \), which reflects that these two algorithms are in a competitive relationship.

2.3. Composing algorithm portfolios

Assume a set of optimization problems \( F = \{f_i| i = 1, 2, ..., n\} \) with \( n \) problems and \( m \) candidate algorithms set \( A = \{a_j| j = 1, 2, ..., m\} \) are given. We aim to select the best algorithm set \( AP \subseteq A \), and \( AP = \{PA_k| k = 1, 2, ..., l\} \) to apply MultiEA to solve \( F \). For \( m \) candidate algorithms in the algorithm pool, the total number of combinations of subsets \( AP \subseteq A \) is \( 2^m - 1 \). With increasing number of candidate algorithms, the number of subsets exponentially increases. Among so many combinations, choosing a group of algorithms to collaboratively complete a high-performance optimized search is the object of this new proposed method.

We first choose the best performing algorithm for the problem set, then progressively expand the algorithms portfolio by adding the complementary algorithms. Since the evaluation of the “best” algorithm depends on the requirement of the problems, we use average rank of problems to represent the abilities of algorithms to solve the set. It should be noted that the lower the rank is, the better the algorithm performs. The calculation of rank is based on the procedure of Friedman’s test [25].

In the algorithm design, the first step is to select a simulation problem suite \( F \) with \( n \) problems. This problem suite can be made up from any kinds of problems. Problems sampled from any i.i.d distribution of functions are acceptable. Moreover, there is no limitation of the benchmark source for problems as well. Then we run all the \( m \) algorithm candidates \( \{a_1, a_2, ..., a_m\} \) on the chosen problem suite and record the results of each problem. After running the suite, for each algorithm, a fitness value array of length \( n \) is recorded. Algorithm \( PA_1 \) with the lowest average rank should be firstly added to the portfolio \( AP = \{PA_1\} \). It is reasonable to infer that \( PA_1 \) may not be the best algorithm for some of the problems in the suite. Thus, the next step is to find the algorithm \( PA_2 \) to add into the portfolio with the smallest Pearson correlation coefficient between \( AP \) and \( PA_2 \). Then portfolio \( AP = \{PA_1, PA_2\} \) is implemented by MultiEA. \( AP \) can also be considered as a new individual algorithm \( a_{m+1} \). We can repeat this process until the performance of portfolio starts to deteriorate.

The method is similar to the composing method of Yuen and Zhang [16], but two key differences: 1) The distribution is relaxed. It does not need to be uniform. Any i.i.d distribution suffices; 2) The more unbiased Pearson correlation coefficient replaces the covariances.

The full algorithm is depicted in pseudo code of Algorithm 1.

3. Experiments

To verify the feasibility of the idea to compose the problem set dependent algorithm portfolio, we test the approach both with CEC 2013 benchmarks and tunable benchmark MSG generator. CEC 2013 benchmarks have 28 functions, containing different types of problems, covering three groups: unimodal functions, multimodal functions,
and composition functions [19]. MSG generator is used to generate continuous, bound-constrained optimization problems with the Multi-Gaussian mixed landscape. A typical example for MSG function with dimension $D = 2$ and number of Gaussian $n_{\text{Gaussian}} = 100$ is Figure 1.

According to the settings of benchmarks, we apply our approach to three different problem sets with the following scenarios to test its adaption.

1. A problem set with uniformly sampled CEC 2013 benchmark functions.
2. A problem set whose problems are mainly sampled from unimodal functions and rest of the problems are from other functions of the CEC 2013 benchmark.
3. A problem set sampled from a tunable benchmark MSG generator.

We select 10 popular algorithms in the EC community. These algorithms are classical evolutionary strategy CMA-ES [4], influential swarm intelligence methods: ABC [1] and PSO [2], Global and Local real-coded genetic algorithms (GL-25) [26], powerful DE algorithms: jDE [27], Self-adaptive Differential Evolution algorithm (SaDE) [28], Adaptive Differential Evolution With Optional External Archive algorithm (JaDE) [29], Composite DE (CoDE) [30], L-Shade [31], and hill climbing optimization technique BFGS [5]. In all experiments, we adopt default settings of algorithms.

All algorithms and benchmarks in the experiments are coded by Matlab. We run on a PC with Intel 3.4GHz Core i7 processor with 24GB RAM.

3.1. Uniformly sampled problems from CEC 2013 benchmark

In the first experiment, we randomly sample a fixed number of problems from CEC 2013 benchmark as the problem set. Let all 10 algorithms solve the problems in the set until the default maximum number of function evaluations ($maxFE = 10000D$) is achieved. In this experiment, problem number $n = 300$. Each problem is uniformly sampled from 28 functions of CEC 2013 benchmark. The problems in this test suite are uniformly sampled from 28 functions in CEC 2013 benchmark. After running the suite, we calculate the average rank of the 10 algorithms and select the one with the lowest rank. Table 1 shows that L-Shade is the best performing algorithm. The bold number is the value of lowest average rank. Then, the next step is to find the complementary algorithm for L-Shade according to Pearson correlation coefficient. After searching the matrix in Table 2, ABC is the most complementary algorithm for L-Shade with $\rho = -0.134$ in bold. Therefore, the portfolio composed for the first round is $AP = \{\text{L-Shade and ABC}\}$.

Next, we use MultiEA with portfolio $AP$ to solve the problem set and re-rank the results with 10 individual algorithms. The average rank for this round is in Table 3. Note that we record the portfolio composed in round 1 as $AP_1$. The results show that current algorithm portfolio $AP_1 = \{\text{L-Shade}, \text{ABC}\}$ is the best-performing. Then we follows the steps in Algorithm 1 to keep finding the complementary algorithm in Table 4. Because this correlation matrix has many overlapping parts with Table 2, and the complementary algorithms of non-optimal algorithms are not important, we

---

**Algorithm 1:** Compose an algorithm portfolio

```plaintext
input: A set of optimization problems $F = \{f_i | i = 1, 2, ..., n\}$ with dimension $D$ and evaluation budget $maxFE$; $m$ candidate algorithms $A = \{a_j | j = 1, 2, ..., m\}$
output: Best performing algorithm portfolio $AP = \{PA_1, PA_2, ..., PA_k\} \subseteq A$ on solving problem set $F$
Run $a_j, j = 1, 2, ..., m$ on set $F$ with budget $maxFE$;
Calculate average ranks for $A$;
Let $PA_1 = a_j$ with lowest average rank;
Let $AP = \{PA_1\}$;
s = 1;
while true do
Find smallest $\rho(AP, PA_{s+1})$;
Let portfolio $AP = \{AP, PA_{s+1}\}$;
Apply MultiEA on $AP$ to solve $F$ with budget $maxFE$;
Calculate average ranks for $A$ and $AP$;
if $AP$ doesn’t have lowest rank then
break;
end
$AP = AP$;
Take $AP$ as $a_{m+s}$, adding to algorithm set $A$;
s = $s + 1$;
end
```

Figure 1. An example of MSG generator landscape with dimension $D = 2$ and $n_{\text{Gaussian}} = 100$
just attached the Pearson correlation coefficient matrix of the optimal algorithms in the following sections. It is observed that the Pearson correlation coefficient $\rho$ between portfolio algorithm and other individual ones decreases, which indicates the algorithm portfolio reduces the diversities. With $\rho = -0.044$, the next algorithm that should be added into the portfolio is BFGS algorithm. After continuing to use MultiEA with $AP^2 = \{\text{L-Shade, ABC, BFGS}\}$ to apply the algorithm portfolio to solve the problem set, the performance of the three-algorithm portfolio is in Table 5. Note that $AP^1$ and $AP^2$ represent the portfolio of $AP^1 = \{\text{L-Shade, ABC}\}$ and $AP^2 = \{\text{L-Shade, ABC, BFGS}\}$. The complementary algorithm for the current best performing algorithm is in Table 6. Both BFGS algorithm and CMA-ES return the same Pearson correlation coefficient. Since BFGS is already in the portfolio, we add CMA-ES to compose $AP^3 = \{\text{L-Shade, ABC, BFGS, CMA-ES}\}$ in this round.

Seen from Table 7, $AP^3$ has the best performance. So we can continue to add the new complementary algorithm following the steps. From Table 8, the most uncorrelated algorithm is CMA-ES. Because CMA-ES is already in the portfolio, we add the next uncorrelated algorithm jDE into the portfolio. It is shown in Table 9 that $AP^4 = \{\text{L-Shade, ABC, BFGS, CMA-ES, jDE}\}$ performs worse than $AP^3 = \{\text{L-Shade, ABC, BFGS, CMA-ES}\}$. It is because there is an exploration-exploitation trade-off of the portfolio as the evaluation budget for MultiEA is limited. The more algorithms in the portfolio, the more evaluation budget spent on exploration is needed. Thus, the algorithms in the portfolio do not have enough budget to converge. In this experiment, we find that adding new algorithms for $AP^3$ deteriorates the performance, so the best algorithm portfolio for the problem set is $AP^3 = \{\text{L-Shade, ABC, BFGS, CMA-ES}\}$.

### 3.2. Non-uniformly sampled problems from CEC 2013 benchmark

In this section, we evaluated the approach with a biasedly sampled problem set with i.i.d problems. We investigate the case that most of the problems are from the unimodal group while a small part is from other problem groups. As we know, method like BFGS, which utilizes the gradients of sampled points, can find the global optimum of unimodal functions very fast. But it is very easy to get trapped in local optimum when solving multi-modal problems. If there is a problem set with problems mostly sampled from unimodal functions and a few multi-modal problems, a well-composed algorithm portfolio including BFGS is likely to improve the performance compared to the individual algorithms. Therefore, we verify the ability of our composition approach. In this scenario, we note that both [15] [16] assume uniform sampled problems and cannot handle this situation.

Since the setting of $D = 10$ and $\text{max}FE = 10000D$ to solve unimodal problems provides more than sufficient computing resources, every algorithm has enough budget to find the global optimum for the unimodal problems. Then almost all algorithms get equal performances. So we reduce the evaluation budget to $\text{max}FE = 500D$ to solve this problem set. We also set problem number $n = 200$ and 95% of the problems to be unimodal problems, which is f1 to f5 in CEC 2013 benchmark, while the rest of the problems (5%) are randomly selected from other problems from f6 to f28.

As shown in Table 10 and Table 11 as expected, the best performing algorithm is BFGS and its complementary algorithm is CMA-ES. After composing the algorithm portfolio $AP^1 = \{\text{BFGS, CMA-ES}\}$ for this round, the performance and the correlation matrix are in Table 12 and Table 13. It can be observed that L-Shade is with the smallest correlation coefficient with the current best algorithm portfolio $AP^1 = \{\text{BFGS, CMA-ES}\}$.
TABLE 4. PEARSON CORRELATION COEFFICIENT MATRIX FOR CURRENT BEST PERFORMED ALGORITHMS IN EXPERIMENT 1-ROUND 2

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JaDE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) for current best algorithm</td>
<td>-0.044</td>
<td>0.105</td>
<td>-0.043</td>
<td>-0.035</td>
<td>-0.012</td>
<td>-0.038</td>
<td>0.304</td>
<td>-0.036</td>
<td>-0.009</td>
<td>0.003</td>
<td>1.000</td>
</tr>
</tbody>
</table>

TABLE 5. AVERAGE RANK FOR 12 ALGORITHMS IN EXPERIMENT 1-ROUND 3

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JaDE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
<th>AP2</th>
</tr>
</thead>
</table>

TABLE 6. PEARSON CORRELATION COEFFICIENT MATRIX FOR CURRENT BEST PERFORMED ALGORITHMS IN EXPERIMENT 1-ROUND 3

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JaDE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
<th>AP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) for current best algorithm</td>
<td>-0.057</td>
<td>0.130</td>
<td>-0.057</td>
<td>-0.045</td>
<td>-0.015</td>
<td>-0.051</td>
<td>0.394</td>
<td>-0.049</td>
<td>-0.012</td>
<td>0.010</td>
<td>0.964</td>
<td>1.000</td>
</tr>
</tbody>
</table>

TABLE 7. AVERAGE RANK FOR 13 ALGORITHMS IN EXPERIMENT 1-ROUND 4

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JaDE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
<th>AP2</th>
<th>AP3</th>
</tr>
</thead>
</table>

3.3. Problems from MSG landscape generator

In this experiment, we investigate the ability of this approach to find portfolio for other problem sets. We apply the MSG landscape generator to provide the optimization problems. We estimate the setting for the problem set with problem number \( n = 100 \), dimension \( D = 10 \), input range for each dimension is \([-5, 5]\), evaluation budget \( \text{maxFE} = 10000D \). Because there is no equations for problems in the benchmark, the settings of the functions is that all mixed Gaussian functions have magnitude of \([-10, 0]\), the mean and standard deviation are arbitrarily selected, and the number of Gaussian \( n_{\text{Gaussian}} \) is an integral randomly selected from \([2, 200]\).

Seen from Table 15 and Table 16, the algorithm with lowest rank is L-Shade. CMA-ES is added in the portfolio as its companion.

As shown in Table 17, the composed portfolio \( \text{AP1} = \{ \text{L-Shade, CMA-ES}\} \) ranks 1st among all algorithms with its correlation matrix in Table 18.

In Table 19, the rank of portfolio \( \text{AP2} = \{ \text{L-Shade, CMA-ES, JaDE}\} \) is not lower than \( \text{AP1} = \{ \text{L-Shade, CMA-ES}\} \). Therefore, the best portfolio for this problem set is \( \text{AP1} = \{ \text{L-Shade, CMA-ES}\} \). Again, \( \rho = 0.033 \) in Table 18 gives an early warning of competing algorithms within the portfolio.

This experiment is an example of applying our portfolio composition method on function-less benchmark and problems. The performance of the portfolio shows the approach can well customize to suit optimization needs for problem sets with unique problems. In the real world, in the case that a known problem set is well simulated unsolved practical problems, this approach may offer some inspiration to determine the algorithm portfolios.

4. Conclusion

In recent decades, various types of algorithms have exhibited their strong abilities in solving numerical optimization problems. However, how to take advantages of their strengths require efficient strategies to compose the algorithms portfolio.

Assume that there are the hidden relationships between algorithms and problem sets, which reflect by the solved fitness values, we attempt to find a general method to compose the algorithm portfolio. In this paper, we propose a problem set dependent method to compose algorithm

TABLE 8. PEARSON CORRELATION COEFFICIENT MATRIX FOR CURRENT BEST PERFORMED ALGORITHMS IN EXPERIMENT 1-ROUND 4

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JaDE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
<th>AP2</th>
<th>AP3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) for current best algorithm</td>
<td>0.492</td>
<td>-0.117</td>
<td>0.521</td>
<td>0.016</td>
<td>-0.059</td>
<td>0.642</td>
<td>-0.064</td>
<td>0.619</td>
<td>-0.031</td>
<td>0.032</td>
<td>0.092</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 9. AVERAGE RANK FOR 14 ALGORITHMS IN EXPERIMENT 1-ROUND 5

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JaDE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
<th>AP2</th>
<th>AP3</th>
<th>AP4</th>
</tr>
</thead>
</table>
portfolios automatically and use MultiEA as the portfolio strategy. Compared to the previous approaches in [15] [16], the number of functions does not necessarily to be known and the functions does not need to specify probability of occurrence in the problem set. Pearson correlation coefficient, which is less biased than the covariance in [16], is also introduced. This new method is more flexible to adapt to all types of problem sets.

With 10 algorithms in the algorithm pool, we test this approach under three different scenarios. Three experiments are conducted. The first experiment shows that the method can compose a portfolio when the problem distribution is uniform. The second experiment shows that when the problem distribution is unknown, the method can compose a better portfolio that varies with the problem distribution to improve average performance. The last experiment demonstrates that the method works when the problem class is not known to the portfolio in advance. The result shows the Pearson correlation coefficient can find complementary algorithms. Moreover, we demonstrate that different portfolios are generated when the probability distribution is changed, adapting to the changed problem sets. Furthermore, it is shown that the composed portfolio has superior performance compared with individual algorithms.

In future work, we plan to further investigate this method with other portfolio strategies and investigate its ability in real-world optimization problems. Moreover, though this paper has assumed that the unknown distribution of problems are i.i.d., it is straightforward to extend the approach to time varying distribution. In this scenario, number of problems is the time window used to compose the portfolio. As time progresses, the time window with size of problem set will slide and the corresponding portfolio constructed will be time varying. Further work will investigate how to select best problems.
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<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGlobalS</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JADE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho ) for current best algorithm</td>
<td></td>
<td>0.384</td>
<td>0.223</td>
<td>-0.095</td>
<td>0.218</td>
<td>0.374</td>
<td>0.308</td>
<td>-0.019</td>
<td>1.000</td>
<td>0.320</td>
<td>0.403</td>
</tr>
</tbody>
</table>

**TABLE 16. Pearson correlation coefficient matrix for current best performed algorithms in Experiment 3-round 1**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGlobalS</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JADE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average rank</td>
<td>6.045</td>
<td>9.94</td>
<td>7.3</td>
<td>4.22</td>
<td>5.1525</td>
<td>5.0725</td>
<td>5.0725</td>
<td>4.35</td>
<td>4.2475</td>
<td>4.94</td>
<td>4.1275</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 17. Average rank for 11 algorithms in Experiment 3-round 2**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGlobalS</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JADE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson coefficient</td>
<td>0.153</td>
<td>0.131</td>
<td>0.237</td>
<td>0.146</td>
<td>0.361</td>
<td><strong>0.033</strong></td>
<td>0.075</td>
<td>0.308</td>
<td>0.276</td>
<td>0.137</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 18. Pearson correlation coefficient matrix for current best performed algorithms in Experiment 3-round 2**

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>BFGlobalS</th>
<th>BFGS</th>
<th>ABC</th>
<th>CMA-ES</th>
<th>CoDE</th>
<th>GL25</th>
<th>JADE</th>
<th>jDE</th>
<th>L-Shade</th>
<th>SaDE</th>
<th>SPSO</th>
<th>AP1</th>
<th>AP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average rank</td>
<td>7.065</td>
<td>11.13</td>
<td>8.065</td>
<td>5.07</td>
<td>5.665</td>
<td>5.0725</td>
<td>5.0725</td>
<td>4.75</td>
<td>4.75</td>
<td>3.05</td>
<td>4.155</td>
<td>4.71</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 19. Average rank for 12 algorithms in Experiment 3-round 3**


