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Abstract – It has been demonstrated that the Overflow
Priority Classification Approximation (OPCA) is an accurate
method for blocking probability evaluation for various net-
works and systems including optical burst switched networks
with deflection routing. OPCA is a hierarchical algorithm that
requires fixed-point iterations in each layer of its hierarchy.
This may imply a long running time. We prove here that the
OPCA iterations alternately produce upper and lower bounds
which consistently become closer to each other as more fixed-
point iterations in each layer are used, and we demonstrate
numerically that only a small number of iterations per layer are
required for the bounds to be sufficiently close to each other.
This behavior is demonstrated for various system parameters
including offered load, number of channels per trunk, and
maximum allowable number of deflections.

Index Terms: Performance analysis, deflection routing,
optical burst switching (OBS), optical packet switching (OPS),
non-hierarchical networks, loss networks, overflow priority
classification approximation, lower and upper bounds

I. INTRODUCTION

Optical burst switching (OBS) [1]–[7] is an optical network-
ing technique, where packets are aggregated into data bursts
at the network edge and each burst is transmitted as one unit.
It aims to achieve faster connection time than optical circuit
switching (OCS) [8]–[11], and to avoid energy consuming
processing of individual packets and excessive overhead due
to guard-band provision between packets, as in optical packet
switching (OPS) [6], [12]–[14].

An important consideration in OBS networks is burst con-
tention that may lead to burst dumping and consequently loss
of data [15]–[18]. Given that buffering data in the optical
domain is difficult, especially for large bursts, one of the
key contention resolution options is deflection routing [18].
As such, OBS deflection routing and its performance analysis
has attracted significant attention [19]–[32]. However, most
of the existing performance studies were either based on
simulations, or were limited to a single OBS node. In [32],
the blocking probability of an OBS network with deflection
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was evaluated using the Erlang Fixed Point Approximation
(EFPA) [33]. Then, in [34], a recently developed Overflow
Priority Classification Approximation (OPCA) [35] was used
in combination with EFPA to obtain blocking probability
approximation for this problem which, as demonstrated there,
is significantly more accurate than the merely approximation
using EFPA. Given the important role of OPCA in accurately
evaluating blocking probability of telecommunications net-
works and systems as demonstrated in [34] for OBS networks,
and in [35], [36] for other networks, the main focus of this
paper is not on the accuracy and performance of OPCA;
instead, it provides new information about the properties of the
OPCA algorithm applied to bufferless OBS networks based on
Just-Enough-Time (JET) signalling [37]. This new information
has the potential for wider applicability as it can be used for
further development of OPCA in other applications.

A weakness of both EFPA and the original OPCA applied to
OBS networks is that they require a fixed-point solution, which
may require a large number of iterations. Because of the fixed-
point iterations, analytical results for the complexities of both
EFPA and OPCA are unattainable. However, numerical studies
presented in this paper indicate that OPCA consumes less time
than EFPA, and that the advantage of OPCA increases with the
capacity of the network (see Section V-B). For example, EFPA
requires 3006, versus 397 seconds for OPCA, to evaluate
blocking probability for an NSFNet topology with 10000
channels per trunk (such a number is not unreasonable [38]–
[40], especially if sub-wavelength channels are considered
[41]). The advantage of OPCA in running time is probably
due to the fact that OPCA is based on a hierarchical structure
with a finite number of layers, where at each layer, a separate
set of fixed-point iterations are performed. Experience shows
that this divide and rule approach tends to reduce the total
number of iterations. Although accuracy is not the main topic
of this paper, we do provide some new numerical results that
complement the running time comparison and demonstrate that
for the cases of OBS/JET considered, within a practical traffic
loading range, i.e., so that acceptable grade of service (GoS)
is met, OPCA is faster than and at least as accurate as EFPA.

We discover in this paper a new important property of the
OPCA algorithm. In particular, we show that we can find upper
and lower bounds for the blocking probability evaluated by
OPCA that they draw near each other with increasing number
of iterations. Specifically, in each iteration, the distance be-
tween them is never larger than in the previous iteration. The
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effects of the design parameters (such as maximum allowable
number of deflection and number of channels per trunk) on the
behavior of the OPCA blocking probability bounds are also
discussed. It is important to clarify that the bounds discussed
in this paper are always the bounds of the OPCA result and
not the bounds of the exact blocking probability result.

The remainder of the paper is structured as follows. The
description of the model is given in Section II. In Section III,
we recall basics of the OPCA method and in Section IV we
provide bounds of the OPCA results. To support the results
of Section IV, in Section V, numerical results for the OPCA
bounds for the 13-node National Science Foundation network
(NSFNET) are provided, as well as the effects of the number
of channels per trunk and the maximum allowable number of
deflections. In Section VI, we conclude the paper.

II. THE MODEL

We consider an OBS network described by a graph
G(N ,E), where N is a set of n nodes and E is the set of e arc-
s. The nodes are designated 1,2, . . . ,n, each of which is either
an optical cross connect or an edge-router. The e arcs represent
trunks, where trunk i ∈ E is composed of fi fibers, each of
which supports wi wavelengths. We assume full wavelength
conversion in this paper, so accordingly, trunk i ∈ E carries
Ci = fiwi unidirectional wavelength channels, which are called
channels. Note that our model is also applicable for networks
where OBS uses sub-wavelength channels [41] in which case
the term channel represents a sub-wavelength channel. If all
trunks have the same number of channels, then C j =C for all
j. However, we note that the results presented in this paper are
equally applicable to networks with no wavelength conversion
which has f j, instead of f jw j, channels on each intermediate
trunk (excluding the first trunk) in a route.

Each unique pair of origin and destination nodes forms a
directional source-destination (SD) pair, m. The set of all SD
pairs in the network is denoted β= {1,2, . . . ,N(N −1)}. Thus,
m= {x,y} ∈N represents traffic composed of bursts sent from
node x to node y. These bursts arrive at node x according
to a Poisson process with parameter ρm. For tractability, the
burst lengths are assumed to be exponentially distributed with
unit mean. The effect of this exponential assumption has been
numerically studied in [34], and it has been demonstrated by
comparison to scenarios involving heavy tailed bursts that the
performance results are only to a small extent sensitive to the
shape of the burst length distribution. It is very likely that for
a directional SD pair m ∈ β, there are more than a single route
between the source and the destination. We designate a route
with the least number of hops as the primary path of the SD
pair. Then all the other routes are ranked alternative paths.

It is convenient to maintain the set

{Um(0),Um, j1(1),Um, j2(1), . . . ,Um, jn(Tm)}

of the alternative routes for the directional SD pair m ∈ β.
In this set, Um(0) denotes the primary path, and Um, j(d)
denotes the alternative path with traffic deflected from trunk
j, that including this deflection has already been deflected d
times. Tm is the maximum number of available alternative

paths for the directional SD pair m. Note that Tm is based
on the network topology which limits the number of available
alternative paths. For example, Tm = 0 in the trivial example
of a network of two nodes and two opposite-directional trunks
that connect the two nodes.

In our model, the ranking of alternative paths is based on the
number of hops and in case of equality of the number of hops,
the rank is chosen randomly. However, in practice, various
cost functions (e.g. geographic distance) can be also used for
ranking. If capacity is available on all trunks of the primary
path, then it will be used for the transmission of a burst from
the source node x to the destination node y. However, if all
the channels are occupied on at least one of the trunks of the
primary route, then a burst will be deflected to the first trunk
of the first alternative path of that blocked trunk. If there is a
free channel on this trunk, then the burst is transmitted on it;
otherwise, the burst is deflected to the first trunk of the second
alternative path.

A given burst is permitted to be deflected at most D times.
A burst is blocked, namely, dumped and cleared from the
network, if it arrives at a given node where all output trunks
are busy or while trying alternative trunks, the burst reaches
the limit D of allowable number of deflections. Setting the
limit D implies that a burst in the directional SD pair m can
be deflected no more than

T (m) = min{Tm,D}

times.
This paper does not consider the use of trunk reservation as

in [34]. Obtaining OPCA bounds for OBS/JET network with
trunk reservation is still an open problem.

III. OVERFLOW PRIORITY CLASSIFICATION
APPROXIMATION FOR OBS NETWORKS

A detailed description of OPCA is given in [34], [35]. To
be self-contained, the paper repeats this definition using the
earlier notation of [34].

For each SD pair m, let ρm be the offered traffic load. The
term k-deflection burst is used to represent a burst that has
been deflected k times (k ∈ {1, . . . ,T (m)}). Original bursts are
the bursts that have not been deflected. In other words, they
are 0-deflection bursts. Let ak

j(m) be the k-deflection bursts’
offered traffic load of SD pair m on trunk j ∈ E , and let bk

j
denote the probability that a k-deflection burst is blocked on
trunk j. If the first trunk of the primary route between SD
pair m is i1, then the offered load to this trunk is equated
to the offered load of the SD pair, i.e. a0

i1(m) = ρm. By the
carried load of the first trunk i1, we mean the proportion of
the offered load to trunk i1 that is not blocked in trunk i1.
Then the offered load in the second trunk i2 is equated to the
carried load of trunk i1, i.e.,

a0
i2(m) = a0

i1(m)(1−b0
i1) = ρm(1−b0

i1). (1)

When the network is congested and the trunk of a given
route is fully occupied, then the bursts that initially tried to
use the original trunk are deflected onto alternative trunks and
routes. Let trunk i be the busy trunk that transmits k-deflection



3

bursts. Then there is a deflection on the present route being
caused by this trunk i. The load offered to the first trunk l1 of
the first choice alternative route is related to the load offered
to trunk i by

ak+1
l1

(m) = ak
i (m)bk

i , (2)

where k is the number of deflections prior to the latest
deflection. Similarly, due to the deflection from l1, the load
offered to the first trunk l2 of the second choice alternative
route is

ak+2
l2

(m) = ak+1
l1

(m)bk+1
l1

= ak
i (m)bk

i bk+1
l1

. (3)

Let ak
j be the total offered load, of k-deflection bursts, on

trunk j. The variables ak
j and ak

j(m) for k = 0,1, . . . ,D are
related by

ak
j = ∑

m∈β
ak

j(m). (4)

Assume

I(i, j,Um,p(k))=


1, if i, j ∈ E and trunk i strictly preceds

(not necessarily immediately) trunk j
along k deflection route Um,p(k)

0, otherwise.

Equation (4) can also be written as

ak
j = ∑

m∈β, j∈Um,p(k)
ρk

m,p ∏
i∈E

(1− I(i, j,Um,p(k))bk
i ), (5)

where ρk
m,p is the offered load from trunk p to the kth

deflection route of SD pair m for k > 1, and

a0
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))b0
i ), (6)

for the primary layer.
In addition, let ãk

j be the offered load of bursts that have
been deflected up to k times, i.e.

ãk
j =

k

∑
h=0

ah
j . (7)

The averaged blocking probability b̄k
j on trunk j ∈ E , for

bursts with deflections up to k times, is equal to

b̄k
j = E

(
ãk

j,C j

)
, (8)

where E(x,C)= xC/C!
∑C

n=0 xn/n!
is the Erlang-B formula with offered

load x and the number of channels per trunk is C. The blocking
probability, for k-deflection bursts, k ∈ {0, . . . ,D}, on trunk j
is estimated by

bk
j =

 b̄0
j , k = 0

b̄k
j ã

k
j−b̄k−1

j ãk−1
j

ak
j

. 1 ≤ k ≤ D
(9)

Note that the blocking probability of undeflected bursts is
calculated by using the Erlang-B formula.

To obtain the OPCA blocking probability estimates, we
start with the primary traffic, i.e., k = 0. Then, we solve the
fixed-point equations described by (6-9), with the aid of the
successive substitution method in order to obtain the values a0

j
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Fig. 1. Model for LBT: (a) a network model, (b) an example for direct
trunks and LBT in the network shown in (a).

for j ∈ E and b̄0
j = b0

j = E
(

a0
j ,C j

)
. These calculations for the

primary traffic and blocking probabilities are defined as layer
0 calculations.

Next, having completed the layer 0 calculations to obtain the
parameters related to the primary traffic (k = 0), we progress
to compute the parameters associated with the first deflection
traffic (k = 1). Similarly, we solve the fixed-point equations
(5) and (7-9) (existence of a solution follows from Brouwer’s
theorem [42]; e.g. see [43] where Brouwer’s theorem [42]
was used to prove existence of a solution of the fixed-point
equation used in that paper) to obtain the values a1

j for j ∈ E ,
as well as b̄1

j and b1
j using equations (8) and (9), respectively,

for every j ∈ E , where ã1
j is given by (7).

Then, having completed the layer 0 and layer 1 calculations
to obtain the parameters related to the primary and the first
deflection traffic (k = 0 and k = 1), we compute the parameters
associated with the second deflection traffic (k = 2), which we
call layer 2 calculations.

The process of deriving the parameters for k > 1 repeats it-
self until we have all the parameter values for all k∈{1, . . . ,D}
layers.

IV. BOUNDS OF TRUNK BLOCKING PROBABILITIES OF
OPCA

In this section we derive the OPCA upper and lower bounds
and some properties of the bounds.

Let bks
j denote the blocking probability obtained in the sth

iteration for k-deflection burst (kth layer) on trunk j ∈ E , and
let aks

j be the offered traffic load obtained in the s iteration
for k-deflection bursts on trunk j ∈ E . Let {ak∗

j ,b
k∗
j } be a set

of pairs of the fixed-point solutions of equation (5-9). Let us
denote by ak∗min

j and ak∗max
j the minimum and maximum values

amongst the set of values {ak∗
j }, respectively, and denote by

bk∗min
j and bk∗max

j the minimum and maximum values amongst the
set of values {bk∗

j }, respectively. Denote the upper and lower
bounds of the set {bk∗

j } by bkU
j and bkL

j , respectively, and let
the upper and lower bounds of the set {ak∗

j } be akU
j and akL

j ,
respectively.

Consider now a network model presented in Fig. 1 part (a).
There are three SD pairs: A to D, D to H and C to B with
traffic in the network, where only primary paths are allowed.
In Fig. 1, part (b), triangles are used to represent a trunk, and
arrows from any trunk i to trunk j are used in the cases where
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traffic that passes through trunk i follows directly to trunk j.
Trunks from 2 to 6 in that figure form a closed loop.

For trunks that are inside a closed loop, such as trunks 2-
6 in Fig. 1, part (b), and for trunks that receive any traffic
that passed through the trunks that are inside a closed loop,
such as trunk 7 in the same figure, their offered load and
trunk blocking probability are calculated on the basis of the
successive substitution method leading finally to the fixed-
point solution. For any layer k, we will define a set of trunks
that include all such trunks.

Definition A set of trunks Lk is a loop based trunk (LBT) set
in layer k, if the following hold:

(i) Lk has at least one closed loop of trunks in layer k.
(ii) If in layer k, trunk α receives traffic from any trunk in

Lk, then α ∈ Lk.

If a trunk belongs to an LBT set, the trunk is designated as
an LBT.

For simplicity, in the example presented in Fig.1, we con-
sider only one trunk (trunk 7) that is not included in the closed
loop, but it is part of the loop tree. In general, we can have a
large set of trunks (which may even include other loops) that
receive traffic that from the LBT, and such a set of trunks is
included in the LBT set.

All the trunks that are not LBTs, in layer k, are called direct
trunks in layer k. There are the following three examples (non-
exhaustive) for the direct trunks in layer k.

(i) A direct trunk where there is no traffic in a trunk in layer
k and, so there is no offered load there. In this case, the trunk
blocking probability in layer k is set to zero.

(ii) A set of trunks that form a tree structure (namely,
traffic is directed towards the leaves of the trees) in layer
k. In this case, all the bounds of the offered load and trunk
blocking probabilities for all trunks can be calculated one by
one directly without iterations in that layer, from top to bottom
of the tree.

(iii) A set of trunks that feed traffic to a closed loop in
layer k – such trunks are not in the loop and they do not
receive traffic from the loop. For instance, it is trunk 1 in Fig.
1, part (b). In this case, the bounds of offered load and trunk
blocking probability are calculated one by one directly without
iterations as well. These trunks can also form one or more tree
structure.

Calculation of the bounds for the trunk blocking probabili-
ties starts from layer 0. After s ≥ 2 iterations, for trunk j ∈ E ,
we obtain the upper bound b0U

j and the lower bound b0L
j for

the trunk blocking probability, and the upper bound a0U
j and

the lower bound a0L
j for the trunk offered load. We prove that

b0U
j = b0L

j and a0U
j = a0L

j for the direct trunks. For the LBTs,
when s increases, b0U

j and b0L
j become closer to each other and

the set of fixed-point solutions for trunk blocking probability
b0∗

j are always between b0U
j and b0L

j ; a0U
j and a0L

j also become
closer to each other and the set of fixed-point solutions for
trunk offered load a0∗

j are always between a0U
j and a0L

j . Then
the upper and lower bounds for the traffic load offered from
SD pair m to trunk j is calculated based on the bounds of
the trunk blocking probabilities. After that, we calculate the

upper bound a0U
q (m)b0U

q and the lower bound a0L
q (m)b0L

q of the
overflowed traffic to layer 1 from SD pair m on the congested
trunk q in layer 0, for m ∈ β,q ∈ Um(0).

After obtaining the bounds for the offered load and trunk
blocking probabilities for all trunks, including direct trunks
and LBTs in layer 0, we then perform the calculations for
layer 1. After s ≥ 2 iterations, for trunk j ∈ E , we obtain the
upper bound b1U

j and lower bound b1L
j for the trunk blocking

probability, and the upper bound a1U
j and the lower bound a1L

j
for the trunk offered load. For direct trunks, we obtain either
a1U

1 j = a1∗max
j = a1∗min

j = a1L
j and b1U

j = b1∗max
j = b1∗min

j = b1L
j , or

a1U
j > a1∗max

j ≥ a1∗min
j > a1L

j and b1U
j > b1∗max

j ≥ b1∗min
j > b1L

j . For
LBTs, the bounds have the same properties as those for LBTs
in layer 1. Then we calculate the bounds of the overflowed
traffic to layer 2.

The procedure repeats itself until the bounds of the offered
load and blocking probabilities in each trunk for all layers
are found. In each layer, we first calculate the bounds for the
offered load and trunk blocking probabilities for the direct
trunks, and then, we iteratively calculate the bounds for the
LBTs. Then, based on the bounds of the trunk offered load and
blocking probabilities, we obtain the bounds of the network
blocking probabilities estimated by OPCA, and prove that the
fixed-point solutions are always between these upper and lower
bounds.

The following subsections provide the equations used for
obtaining the bounds for the blocking probability and the
offered load estimated by OPCA in each trunk, for all the
layers, and the OPCA network blocking probability, as well
as the proof of the behavior of the bounds.

A. Bounds of trunk blocking probabilities for direct trunks

If the primary layer (layer 0) is a layer with direct trunks,
then its upper and lower bounds for the offered load and trunk
blocking probabilities are calculated from top to bottom of the
tree by the following equations:

a0U
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))b
0L
i ), (10)

a0L
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))b
0U
i ), (11)

b0L
j = E

(
a0L

j ,C j

)
, (12)

and
b0U

j = E
(

a0U
j ,C j

)
. (13)

The calculations start from trunk j on the top of the tree. The
offered load of this trunk does not depend on those in other
trunks, so its bounds of offered load are calculated directly
using the equations (10-11). We obtain a0U

j = a0∗max
j = a0∗min

j =

a0L
j . This means the uniqueness of the fixed-point solution

for this trunk j. Then, substituting the bounds for the offered
load into equations (12-13), we obtain the bounds of the trunk
blocking probability of this trunk, b0U

j = b
0∗U
j = b0∗L

j = b0L
j . After

that, we pass to the next trunk that bellow the top trunk in the
tree. The bounds of the offered load of this trunk depend only
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on those of the top trunk, so substituting the bounds of the
trunk blocking probability of the top trunk into equations (10-
11), we obtain the bounds of the offered load for this second
top trunk. Then substituting these bounds into equations (12-
13), we obtain the bounds of the trunk blocking probability of
this second top trunk. Repeating the steps from top to bottom
in the tree, we obtain all the bounds of the offered load and
trunk blocking probability one by one. They are a0U

j = a0∗max
j =

a0∗min
j = a0L

j and b0U
j = b0∗max

j = b0∗min
j = b0L

j .
For the same primary layer, the lower and upper bounds of

the offered load for SD pair m are calculated by the formulae

a0L
j (m) = ρm ∏

i∈E

(1− I(i, j,Um(0))b
0U
i ). (14)

and
a0U

j (m) = ρm ∏
i∈E

(1− I(i, j,Um(0))b
0L
i ). (15)

Note that the notation a0L
j (m) and a0U

j (m) given by (14) and
(15) is not the same as the perviously defined notation a0L

j

and, respectively, the value a0L
j is the lower bound of the

total offered load to trunk j in layer 0, while a0L
j (m) is the

lower bound of the offered load to trunk j by SD pair m. The
difference between the notation a0U

j and a0U
j (m) is explained

similarly.
For layer k, we assume that the offered load of bursts

deflected less than k times is ãk−1
j . If the layer having direct

trunks is not the primary layer (that is, it is layer k > 0), then
the overflowed traffic from SD pair m in the congested trunk
q in layer k−1 forms the traffic to the paths in layer k. Then,
the bounds of the offered load of the direct trunks in layer k
are calculated by the equations

akU
j = ∑

m∈β,q∈E , j∈Um,q(k)
{ak−1U

q (m)bk−1U
q

×∏
i∈E

(1− I(i, j,Um,q(k))b
kL
i )}, (16)

and

akL
j = ∑

m∈β,q∈E , j∈Um,q(k)
{ak−1L

q (m)bk−1L
q

×∏
i∈E

(1− I(i, j,Um,q(k))b
kU
i )}. (17)

The equation for the trunk blocking probability is

bk
j =

E(ãk−1
j +ak

j,C j)(ãk−1
j +ak

j)−E(ãk−1
j ,C j)(ãk−1

j )

ak
j

. (18)

The left hand side of equation (18) increases when ãk−1
j or ak

j
increases (see Appendix for the proof), and hence,

E(ãk−1L
j +akL

j ,C j)(ã
k−1L
j +akL

j )−E(ãk−1L
j ,C j)(ã

k−1L
j )

akL
j

≤
E(ãk−1U

j +akL
j ,C j)(ã

k−1U
j +akL

j )−E(ãk−1U
j ,C j)(ã

k−1U
j )

akL
j

≤
E(ãk−1U

j +akU
j ,C j)(ã

k−1U
j +akU

j )−E(ãk−1U
j ,C j)(ã

k−1U
j )

akU
j

,

and

E(ãk−1L
j +akL

j ,C j)(ã
k−1L
j +akL

j )−E(ãk−1L
j ,C j)(ã

k−1L
j )

akL
j

≤
E(ãk−1L

j +akU
j ,C j)(ã

k−1L
j +akU

j )−E(ãk−1L
j ,C j)(ã

k−1L
j )

akU
j

≤
E(ãk−1U

j +akU
j ,C j)(ã

k−1U
j +akU

j )−E(ãk−1U
j ,C j)(ã

k−1U
j )

akU
j

.

Thus, the upper and lower bounds of the trunk blocking
probabilities of direct trunks that not in the primary layer are
calculated by the formulae:

bkU
j =

E(ãk−1U
j +akU

j ,C j)(ã
k−1U
j +akU

j )−E(ãk−1U
j ,C j)(ã

k−1U
j )

akU
j

,

(19)
and

bkL
j =

E(ãk−1L
j +akL

j ,C j)(ã
k−1L
j +akL

j )−E(ãk−1L
j ,C j)(ã

k−1L
j )

akL
j

.

(20)
The upper and lower bounds of the offered load to each

direct trunk in SD pair m in layer k are determined by the
formulae:

akL
j (m) = ∑

q∈E , j∈Um,q(k)
ak−1L

q (m)bk−1L
q

×∏
i∈E

(1− I(i, j,Um,q(k))b
kU
i ), (21)

and

akU
j (m) = ∑

q∈E , j∈Um,q(k)
ak−1U

q (m)bk−1U
q

×∏
i∈E

(1− I(i, j,Um,q(k))b
kL
i ). (22)

For the kth layer, we first determine the bounds of the
offered load in trunk j1, which is on the top of the tree. The
bounds of the offered load depend only on the overflowed
traffic in the k− 1 layer. From equations (16-17), we obtain
akU

j1 = ak∗max
j1 = ak∗min

j1 = akL
j1 provided that ak−1U

q (m) = ak−1L
q (m)

is satisfied for all overflowed traffic into top trunk j; in
the opposite case, if ak−1U

q (m) = ak−1L
q (m) is not satisfied at

least for one of available overflowed traffic, then we obtain
akU

j1 > ak∗max
j1 ≥ ak∗min

j1 > akL
j1 . (The equation ak−1U

q (m) = ak−1L
q (m)

is satisfied if for the upper layer we obtain exact value of the
offered load). Substituting these bounds of the offered load
into equations (19-20), we obtain the bounds for the trunk
blocking probability in the top trunk. If ak−1U

q (m) = ak−1L
q (m)

for all overflowed traffic into the top trunk, then bkU
j1 = bk∗max

j1 =

bk∗min
j1 = bkL

j1 , and otherwise, we obtain bkU
j1 > bk∗max

j1 ≥ bk∗min
j1 > bkL

j1 .
In the next step, we calculate the bounds for the offered load
and blocking probability for each of the trunks that are the sec-
ond from the top. The calculation for each one these trunks is
identical to the others and depends only on the trunk blocking
probability in the top trunk j1 and overflowed traffic from the
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k−1 layer. Therefore, without loss of generality, let j2 denote
any of these trunks. We obtain akU

j2 = ak∗max
j2 = ak∗min

j2 = akL
j2 and

bkU
j2 = bk∗max

j2 = bk∗min
j2 = bkL

j2 provided that ak−1U
q (m) = ak−1L

q (m)
is satisfied for all overflowed traffic into trunk j1 and trunk j2.
Otherwise, we have akU

j2 > ak∗max
j2 ≥ ak∗min

j2 > akL
j2 and bkU

j2 > bk∗max
j2 ≥

bk∗min
j2 > bkL

j2 , respectively. Repeating these steps recurrently to
the other direct trunks in the kth layer from top to bottom of
the tree, we obtain all bounds for the offered load and trunk
blocking probabilities.

B. Bounds of trunk blocking probabilities for LBTs

In Proposition 1 below and in all other statements following
then, bk1

j denotes the initial (setup) value of the blocking
probability for the kth layer on trunk j. Proposition 1: Assume
that bk1

j = 0 (k = 0,1, . . . ,D), j ∈E with a nonzero offered load
and trunk j is a LBT. Then, for any positive integer z, we have
the following inequalities for lower and upper bounds of ak∗

j
and bk∗

j :

ak2z−1
j > ak2z+1

j > ak∗max
j ,

ak2z−2
j < ak2z

j < ak∗min
j ,

bk2z−2
j > bk2z

j > bk∗max
j ,

and
bk2z−1

j < bk2z+1
j < bk∗min

j .

Proof: The computation starts from layer 0 of the primary
path bursts. First we calculate lower and upper bounds of the
offered load and trunk blocking probabilities for the direct
trunks. Then, setting b01

j = 0, we provide calculations for other
trunks, where j belongs to the LBT set, and 01 denotes the
first iteration in the primary path.

For the offered load on trunk j, we have:

a01
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))(1−H(0, i))b01
i )

× (1− I(i, j,Um(0))H(0, i)b0L
i ), (23)

where

I(i, j,Um(0))=


1, if i, j ∈ E and trunk i strictly preceds

(not necessarily immediately) trunk j
along primary route of SD pair m

0, otherwise,

and

H(k, i) =
{

1, if trunk i is a LBT in layer k
0, if trunk i is a direct trunk in layer k.

Hence, the blocking probability b02
j is obtained by the

Erlang-B formula,

b02
j = E

(
a01

j ,C j

)
. (24)

According to assumption, b01
j = 0 and a01

j > 0 are true for all
trunks j belonging to the LBT set in layer 0. Hence, comparing
b01

j with b02
j yields b02

j > b01
j for all j belonging to the LBT

set in layer 0.

By the successive substitution method, we are to replace b01
j

in equation (23) by b02
j , and then the load is updated by the

formula:

a02
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))(1−H(0, i))b02
i )

× (1− I(i, j,Um(0))H(0, i)b0U
i ), (25)

Taking into account b02
j > b01

j for all j belonging to the
LBT set in layer 0 and b0U

i = b0L
i when H(0, i) = 1, by com-

paring relationships (23) and (25), we arrive at the inequality
a02

j (m)< a01
j (m) for all j belonging to the LBT set in layer 0.

Repeating the steps above, for the value b03
j , we obtain

b03
j = E

(
a02

j ,C j

)
. (26)

Since E(x,C) is an increasing function in x, we have 0= b01
j <

b03
j < b02

j .
In the third iteration, we have the formula

a03
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))(1−H(0, i))b03
i )

× (1− I(i, j,Um(0))H(0, i)b0L
i ), (27)

and then we arrive at

b04
j = E

(
a03

j ,C j

)
. (28)

Since 0 = b01
j < b03

j < b02
j , we have the property a02

j < a03
j <

a01
j and 0 = b01

j < b03
j < b04

j < b02
j for all j ∈ L .

Since a04
j =∑m∈β, j∈Um(0) ρm ∏i∈E (1− I(i, j,Um(0))b

04
i ), we

obtain a02
j < a04

j < a03
j < a01

j for all j belonging to the LBT
set in layer 0.

In a similar way, we define the recurrent relations for s > 1:

b0s
j = E

(
a0s−1

j ,C j

)
, (29)

a0s
j = ∑

m∈β, j∈Um(0)
ρm ∏

i∈E

(1− I(i, j,Um(0))(1−H(0, i))b0s
i )

× (1− I(i, j,Um(0))(1−H(0, i))b0L
i ). (30)

Notice that b0L
i = b0U

i when H(0, i) = 0.
Repeating the same procedure, we obtain all the necessary

relations for a0s
j and b0s

j for given integer values s. We also
have the inequalities

a01
j > a03

j > a05
j > · · ·> lim

z→∞
a02z−1

j = a0∗max
j , (31)

a02
j < a04

j < a06
j < · · ·< lim

z→∞
a02z

j = a0∗min
j , (32)

Let S be the number of iterations. We will write S = 2z in
the case of the even number of iterations and S = 2z+1 in the
case when the number of iterations is odd.

In the case of S = 2z, the upper bound of the set of values
{a0s

j ,s = 1,2, . . . ,2z} is a0U
j = a02z−1

j and the lower bound is
a0L

j = a02z
j . In the case of S = 2z+1, the upper bound of the

set of these values is a0U
j = a02z+1

j and the lower bound is
a0L

j = a02z
j .
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For the set of the values {b0s
j ,s = 1,2, . . . ,S}, the bounds

are defined similarly.

b02
j > b04

j > b06
j > · · ·> lim

z→∞
b02z

j = b0∗max
j , (33)

b01
j < b03

j < b05
j < · · ·< lim

z→∞
b02z−1

j = b0∗min
j . (34)

In the case of S = 2z, the upper and the lower bounds of the
set of values {b0s

j ,s = 1,2, . . . ,2z} are b0U
j = b02z

j and b0L
j =

b02z−1
j , respectively. In the case of S = 2z+ 1, the upper and

the lower bounds of the set of these values are b0U
j = b02z

j and
b0L

j = b02z+1
j , respectively.

Inequalities (31-34) follow by induction.
Indeed, we earlier proved (31-34) for z = 1. Hence, assum-

ing that in the case z = i the inequalities

a02i−1
j > a02i+1

j > a02i+2
j > a02i

j , (35)

are satisfied, we are to prove that the inequalities

a02i+1
j > a02i+3

j > a02i+4
j > a02i+2

j (36)

are true as well (case z = i+1). At the next step, on the basis
of the inequalities (35), we prove

b02i
j > b02i+2

j > b02i+3
j > b02i+1

j . (37)

Indeed, since the function E(x,C j) is increasing in x, and
hence, (37) follows from (35) by direct substitution of the
values into (29).

Now on the basis of (37) we prove (36). The func-
tion F(x) = ∏i−1

n=1 (1− xn) is a decreasing function in vec-
tor x = (x1,x2, . . . ,xn). That is, for any two vectors x(1) =
(x(1)1 ,x(1)2 , . . . ,x(1)n ) and x(2) = (x(2)1 ,x(2)2 , . . . ,x(2)n ) satisfying the
componentwise inequalities x(1)i ≤ x(2)i , i = 1,2, . . . ,n, we have
F(x(1)) ≥ F(x(2)). The strong inequality F(x(1)) > F(x(2))
holds if in addition x(1)i < x(2)i is satisfied at least for one of
indices i.

Hence, substituting the values of (37) into (30) we arrive at
the inequality

a02i+1
j > a02i+3

j > a02i+2
j > a02i

j . (38)

From (38), it is easy to obtain the desired inequality (36). To
this end, we first substitute (38) into (29). This yields

b02i+2
j > b02i+4

j > b02i+3
j > b02i+1

j . (39)

Finally, substituting (39) into (30) once again, we arrive at
(36).

For layer 0, the lower and upper bounds of the offered load
to each trunk of SD pair m are also calculated by the equations
(14-15).

For layer 1, the bounds of overflowed traffic from SD pair
m causing by the congestion in trunk q in layer 0, is calculated
by the equation

a1
j = ∑

m∈β,q∈E , j∈Um,q(1)
a0

q(m)b0
q ∏

i∈E

(1− I(i, j,Um,q(1))

× (1−H(1, i))b1
i )(1− I(i, j,Um,q(1))H(1, i)b1

i ). (40)

On the basis of the lower and upper values for each a0
i (m)

and bi for direct trunks i, we have the following transformed
formulae of (40)

a1U
j = ∑

m∈β,q∈E , j∈Um,q(1)
a0U

q (m)b0U
q ∏

i∈E

(1− I(i, j,Um,q(1))

× (1−H(1, i))b1
i )(1− I(i, j,Um,q(1))H(1, i)bL

i ), (41)

and

a1L
j = ∑

m∈β,q∈E , j∈Um,q(1)
a0L

q (m)b0L
q ∏

i∈E

(1− I(i, j,Um,q(1))

× (1−H(1, i))b1
i )(1− I(i, j,Um,q(1))H(1, i)bU

i ). (42)

Since a1
j increases when the term a0

q(m)b0
q increases, then

substituting the same value of b1
j into formulae (41) and (42),

we obtain the inequality a1U
j > a1L

j .
Setting b11

j = 0, for upper and lower bounds of a1
j and b1

j ,
we have the following relations

a12z−1
j = ∑

m∈β,q∈E , j∈Um,q(1)
a0U

q (m)b0U
q ∏

i∈E

{1− I(i, j,Um,q(1))

× (1−H(1, i))b12z−1
i }{1− I(i, j,Um,q(1))H(1, i)b1L

i },
(43)

a12z
j = ∑

m∈β,q∈E , j∈Um,q(1)
a0L

q (m)b0L
q ∏

i∈E

{1− I(i, j,Um,q(1))

× (1−H(1, i))b12z
i }{1− I(i, j,Um,q(1))H(1, i)b1U

i }, (44)

and

b12z
j =

E(a0U
j +a12z−1

j ,C j)(a
0U
j +a12z−1

j )−E(a0U
j ,C j)(a

0U
j )

a12z−1
j

,

b12z+1
j =

E(a0L
j +a12z

j ,C j)(a
0L
j +a12z

j )−E(a0L
j ,C j)(a

0L
j )

a12z
j

.

Then we have the inequalities

a11
j > a13

j > a15
j > · · ·> lim

z→∞
a12z−1

j ≥ a1∗max
j , (45)

a12
j < a14

j < a16
j < · · ·< lim

z→∞
a12z

j ≤ a1∗min
j , (46)

b12
j > b14

j > b16
j > · · ·> lim

z→∞
b12z

j ≥ b1∗max
j , (47)

b11
j < b13

j < b15
j < · · ·< lim

z→∞
b12z−1

j ≤ b1∗min
j . (48)

In the case S = 2z, the upper and lower bounds of a1
j

are a1U
j = a12z−1

j and a1L
j = a12z

j , respectively, and the upper
and lower bounds of a1

j are a1U
j = a12z−1

j and a1L
j = a12z

j ,
respectively. In the case S = 2z+1, the upper bound of a1

j is
changed to a1U

j = a12z+1
j , and the lower bound of b1

j is changed
to b1L

j = b12z+1
j .

The proof of equations (45-48) is similar to that of equations
(31-34).
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The lower and upper bounds of the offered load to each
trunk of SD pair m in layer 1 are determined by the equations

a1L
j (m) = ∑

q∈E , j∈Um,q(1)
a0L

q (m)b0L
q ∏

i∈E

(1− I(i, j,Um,q(1))b
1U
i ),

(49)
and

a1U
j (m) = ∑

q∈E , j∈Um,q(1)
a0U

q (m)b0U
q ∏

i∈E

(1− I(i, j,Um,q(1))b
1L
i ).

(50)
The upper and lower bounds of ãk−1

j are ã(k−1)U
j = ∑k−1

i=0 aiU
j

and ã(k−1)L
j = ∑k−1

i=0 aiL
j .

The values of aks
j and bks

j are calculated by the formulae:

ak2z−1
j = ∑

m∈β,q∈E , j∈Um,q(k)
a(k−1)U

q (m)b(k−1)U
q

×∏
i∈E

{1− I(i, j,Um,q(k))(1−H(k, i))bk2z−1
i }

×{1− I(i, j,Um,q(k))H(k, i)bkL
i }, (51)

ak2z
j = ∑

m∈β,q∈E , j∈Um,q(k)
a(k−1)L

q (m)b(k−1)L
q

×∏
i∈E

{1− I(i, j,Um,q(k))(1−H(k, i))bk2z
i }

×{1− I(i, j,Um,q(k))H(k, i)bkU
i }, (52)

bk2z
j =

E(ã(k−1)U
j +ak2z−1

j ,C j)(ã
(k−1)U
j +ak2z−1

j )

ak2z−1
j

−
E(ã(k−1)U

j ,C j)(ã
(k−1)U
j )

ak2z−1
j

, (53)

bk2z+1
j =

E(ã(k−1)L
j +ak2z

j ,C j)(ã
(k−1)L
j +ak2z

j )

ak2z
j

−
E(ã(k−1)L

j ,C j)(ã
(k−1)L
j )

ak2z
j

. (54)

Then we obtain the inequalities

ak1
j > ak3

j > ak5
j > · · ·> lim

z→∞
ak2z−1

j ≥ ak∗max
j , (55)

ak2
j < ak4

j < ak6
j < · · ·< lim

z→∞
ak2z

j ≤ ak∗min
j , (56)

bk2
j > bk4

j > bk6
j > · · ·> lim

z→∞
bk2z

j ≥ bk∗max
j , (57)

bk1
j < bk3

j < bk5
j < · · ·< lim

z→∞
bk2z−1

j ≤ bk∗min
j . (58)

In the case S = 2z, the upper and lower bounds of ak
j are

akU
j = ak2z−1

j and, respectively, akL
j = ak2z

j , and the upper and
lower bounds of bk

j are bkU
j = bk2z

j and bkL
j = bk2z−1

j , respectively.
In the case S = 2z+ 1, the upper bound of ak

j is changed to
akU

j = ak2z+1
j , and the lower bound of bk

j is changed to bkL
j =

bk2z+1
j .

The upper and lower bounds of the offered load to each
trunk of SD pair m in layer k are determined by the formulae:

akL
j (m) = ∑

q∈E , j∈Um,q(k)
{ak−1L

q (m)bk−1L
q

∏
i∈E

(1− I(i, j,Um,q(k))b
kU
i )}, (59)

and

akU
j (m) = ∑

q∈E , j∈Um,q(k)
{ak−1U

q (m)bk−1U
q

∏
i∈E

(1− I(i, j,Um,q(k))b
kL
i )}. (60)

Corollary 1: Consider two OPCA runs. Let the number of
iterations in layer i in the first run be Ii, and let the number of
iterations in layer i in the second run be I′i . Let Si

j and S
′i
j be

the distance between the bounds for the blocking probability
for trunk j in layer i, in the first and second OPCA runs,
respectively. If I′i > Ii for one layer and the number of iterations
in other layers are the same and there are LBTs in the layer,
then, Sk

j > S′kj for the trunks with the following situations:
(1) if trunk j is a loop trunk, then for all k ≥ i, Sk

j > S′kj ;
(2) if in a layer k′ > i, a trunk j that receives traffic, passes

through or overflows from a trunk j1 in the upper layer satisfies
the inequality Sk′−1

j1 > S′k
′−1

j1 , then for all k′ ≤ k ≤ D, Sk
j > S′kj .

Proof: According to the construction, for layers k < i, the
bounds of the trunk blocking probability for j ∈ E are the
same in two OPCA runs.

Since there are LBTs, then for layer i by inequalities (57-
58), for LBTs we obtain inequalities Siz

j < Siz−1
j < · · ·< Si1

j , in
which Siz

j =| biz+1
j −biz

j |. Thus, if I′i > Ii, then Si
j > S′ij .

As well, if I′i > Ii, then by relations (21-22) and inequalities
(55-58), we obtain a′iUj (m) < aiU

j (m) and a′iLj (m) > aiL
j (m),

b′iUj < biU
j and b′iLj > biL

j for j ∈ E and m ∈ β.
For layer i+ 1, let us first consider a trunk j for which

Si
j > S′ij in layer i is satisfied. Then we have a′iUj < aiU

j and
a′iLj > aiL

j . Substituting these inequalities into equations (19-
22), we obtain the inequalities b′i+1U

j < bi+1U
j , b′i+1L

j > bi+1L
j ,

a′i+1U
j (m)< ai+1U

j (m) and a′i+1L
j (m)> ai+1L

j (m). Thus, if trunk
j is a loop trunk in layer i, then we have Si+1

j > S′i+1
j .

Consider now a direct trunk j receiving traffic that over-
flowed from trunks j1 for which Si

j1 > S′ij1 in layer i or passed
through a trunk j2 in layer i+1 for which Si+1

j2 > S′i+1
j2 . Substi-

tuting the inequalities a′iUj1 (m)< aiU
j1 (m) and a′iLj1 (m)> aiL

j1(m),
b′iUj1 < biU

j1 b′iLj1 > biL
j1 or b′i+1U

j2 < bi+1U
j2 and b′i+1L

j2 > bi+1L
j2 into

equations (17) and (16), we obtain a′i+1U
j < ai+1U

j and a′i+1L
j >

ai+1L
j . Then, substituting the inequalities into equations (19-

22), we obtain the inequalities b′i+1U
j < bi+1U

j , b′i+1L
j > bi+1L

j ,
a′i+1U

j (m) < ai+1U
j (m) and a′i+1L

j (m) > ai+1L
j (m). Thus, the

inequality Si+1
j > S′i+1

j is satisfied if trunk j is a direct trunk
receiving traffic that overflowed from LBTs in layer i.

Let us consider now LBTs receiving traffic that overflowed
from LBTs in layer i or passing through a direct trunk for
which the inequality Si+1

j > S′i+1
j is satisfied in layer i+1. We

start from the setup value bi+11
j = 0. According to relation (51)
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for layer i+1, we obtain the inequality ai+11
j > a′i+11

j . Substi-
tuting this inequality into (53), we in turn obtain bi+12

j > b′i+12
j .

Repeating the procedure, we again substitute the inequality ob-
tained for (52) and now obtain ai+11

j > a′i+11
j > a′i+12

j > ai+12
j .

Further substitution of the inequality obtained for (54) yields
bi+12

j > b′i+12
j > b′i+11

j > bi+11
j . After a number of repetitions of

these steps for any integer z, we finally arrive at the following
inequalities,

ai+12z−1
j > a′i+12z−1

j > a′i+12z
j > ai+12z

j ,

and
bi+12z

j > b′i+12z
j > b′i+12z−1

j > bi+12z−1
j .

By the same method in layer i, we obtain Si+1
j > S′i+1

j . As
well, we obtain ai+1U

j (m)> a′i+1U
j (m)> a′i+1L

j (m)> ai+1L
j (m)

and bi+1U
j > b′i+1U

j > b′i+1L
j > bi+1L

j .
Repeating the same steps as in layer i+ 1, we obtain the

same solution for layer k > i+1.

C. Bounds for network blocking probability of OPCA

Proposition 2: Let BU (m) and BL(m) denote the upper
and, respectively, the lower bounds of the network blocking
probability for SD pair m. We have:

BU (m) = 1−
ρm ∏i∈Um(0) (1−b0U

i )

ρm

−
∑q∈E ∑T

k=1(m)ρL
Um,q(k) ∏p∈Um,q(k) (1−b

kU
p )

ρm
, (61)

where

ρL
Um,q(k) =

{
a(k−1)L

q (m)b(k−1)L
q , if path Um,q(h) exists,

0, otherwise,

and

BL(m) = 1−
ρm ∏i∈Um(0) (1−b0L

i )

ρm

−
∑q∈E ∑T

h=1(m)ρU
Um,q(k) ∏p∈Um,q(k) (1−bkL

p )

ρm
, (62)

where

ρU
Um,q(k) =

{
a(k−1)U

q (m)b(k−1)U
q , if path Um,q(k) exists,

0, otherwise.

Proof: In order to calculate the blocking probability B(m)
for SD pair m, it is required first to calculate the received load
from every path by the destination node. Then, we calculate
the probability that a message will be served and the blocking
probability

B(m) = 1−
ρm ∏i∈Um(0) (1−b0

i )

ρm

−
∑q∈E ∑T

k=1(m)ρUm,q(h) ∏p∈Um,q(k) (1−bk
p)

ρm
, (63)

where ρUm,q(k)
is the offered load to the path Um,q(k), and it

is calculated by the formula

ρUm,q(k) =

{
ak−1

q (m)bk−1
q , if path Um,q(k) exists

0, otherwise.

After calculation the lower and upper bounds for ak
j and bk

j
(k = 0,1, . . . ,T (m)), we derive equations (61-63). For more
iterations, the sequence BU (m) is not increasing. If there
is at least one layer having LBTs, then for more iterations
the sequence bhU

i is decreasing and ρL
Um,q(k)

is a decreasing
sequence in m ∈ β and k = 0,1, . . . ,T (m) as well. Hence,
BU (m) is a decreasing sequence. Unlike BU (m), BL(m) is not
an increasing sequence. When there is at least one layer having
LBTs, the sequence BL(m) is decreasing for more iterations
of the OPCA algorithm.

Substituting akU
j (m) ≥ ak∗max

j (m) ≥ ak∗min
j (m) ≥ akL

j (m) and

bkU
j ≥ bk∗max

j ≥ bk∗min
j ≥ bkL

j into equations (63-63), we arrive at
the inequality BU

m ≥ B∗
max(m)≥ B∗

min(m)≥ BL
m, where B∗

max(m)
and B∗

min(m) denote the maximum and minimum value in the
set {B∗(m)} of the fixed-point solutions for B(m).

Proposition 3: Let {B∗} be the set of the network blocking
probabilities obtained by the fixed-point solutions for trunk
blocking probabilities in trunks j ∈ E . Let B∗

min and B∗
max

denote the minimum and maximum values amongst the set
of values {B∗}. Let BU and BL denote the upper and lower
bounds of the network blocking probabilities. We have

BU ≥ B∗
max ≥ B∗

min ≥ BL.

BU and BL are calculated by the equations

BU =
∑m∈β BU (m)

#SD
, (64)

BL =
∑m∈β BL(m)

#SD
, (65)

where #SD is the number of SD pairs in the network.
Proof: Substituting BU

m ≥ B∗
max(m) ≥ B∗

min(m) ≥ BL
m into

equations (64-65), we obtain the bounds for the network
blocking probability

BU ≥ B∗
max ≥ B∗

min ≥ BL

Corollary 2: Consider an OPCA run. Let M be the distance
between the bounds of the network blocking probability.
Increasing the number of iterations in one or more layers
among which at least one of those layers has LBTs and
obtaining the new distance between the bounds of the network
blocking probability M′, then M′ < M.

Proof: Corollary 1 shows that when the number of iterations
increases in one layer having trunk loops, then the distance
between the upper and lower bounds of the trunk blocking
probability for some trunks decreases. If there at least one
trunk j, in which the distance between the upper and lower
bounds of the trunk blocking probability decreases in layer i,
then for SD pair m having a traffic passing through trunk j in
layer i we have the inequalities BU (m)> B′U (m) and BL(m)<
B′L(m). Then, we arrive at BU > B′

U and BL < B′
L. Hence, for

M = BU −BL and M′ = B′
U −B′

L, we arrive at M′ < M.
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Fig. 2. NSF network topology in which each solid line represents two uni-
directional trunks in opposing directions.

If the trunks in all layers are direct trunks, then the solution
obtained by the OPCA is not a fixed-point solution, and it
is obtained in only a finite number of steps. This number of
steps is bounded by J×(D+1) where J is the total number of
trunks, and D is the maximum number of allowable deflections
in the network. If there are LBTs at least in one layer, then
the bounds of the OPCA fixed-point solutions always become
closer when the number of iterations in those layers are
increased.

Thus, the OPCA either finds its solution in a finite number
of steps, or the bounds of its fixed-point solutions always
become closer with increasing number of iterations.

V. NUMERICAL RESULTS

In this section we provide numerical results for OBS/JET
without trunk reservation over a 13-node National Science
Foundation network (NSFNET) in order to illustrate the behav-
ior of the bounds of OPCA algorithm. In particular, we focus
on illustrating how the bounds become closer to each other
with the increase of the number of iterations. The numerical
results in this section demonstrate that the bounds become
closer to each other even after a small number of iterations
(per layer). We will illustrate here the behavior of the OPCA
blocking probability bounds for the aforementioned network
considering a wide range of parameters and design factors,
such as: the number of channels per trunk and the maximum
allowable number of deflections. We will also compare the
running time and accuracy of the EFPA and OPCA algorithms.

In all scenarios considered, the arrival process of calls
for each directional SD pair follows a Poisson process. The
shortest path is set to be the primary route for each SD pair,
and the alternative routes are pre-assigned ordered by their
length. For those routes with the same lengths, the order is
chosen randomly and remains unchanged afterwards. All the
results in this section are obtained using MATLAB software
executed on a labtop with Intel R⃝ CoreTM i7-3520M CPU
@ 2.96 GHz 2.96 GHz, 8 GHz RAM and 64-bit operating
system.

A. Network topology and SD pairs

We now consider the NSF network with 13 nodes and 30
directional trunks. The topology of the NSF network is shown

TABLE I
INGRESS AND EGRESS SD PAIRS

Ingress WA CA1 CA1 CA2 TX GA
Egress MD IL MA MA CD MA
Ingress MD IL MA MA CD MA
Egress WA CA1 CA1 CA2 TX GA

in Fig. 2. We randomly select a set of 12 SD pairs shown in
Table. I.

B. Comparison of the computational time of EFPA and OPCA

TABLE II
COMPARISON OF THE TIMES USED BY EFPA AND OPCA TO CALCULATE

THE BLOCKING PROBABILITIES IN NSFNET.

Calculation task Running time of Running time of
EFPA in seconds OPCA in seconds

Blocking probability of the 0.271 0.197
whole network and C = 50
Blocking probability of the 64.45 12.91

whole network and C = 2000
Blocking probability of the 3006 397

whole network and C = 10000
Blocking probability of the 13665 1232

whole network and C = 20000

Table II provides the running times used to calculate the
blocking probability in NSFNet for different C values by EFPA
and OPCA. The offered load to each SD pair is 0.5C. In each
iteration, we only consider 4 significant digits of the fixed-
point solutions for the trunks with blocking probability larger
than 10−50, whereas trunk blocking probabilities lower than
10−50 are set equal to 0. From Table II, we observe that EFPA
consumes much more time than OPCA for all three different
C values and when the C value increases, the computational
time of EFPA grows faster than that of OPCA. To gain some
insight into the reason why EFPA consumes much more time
than OPCA, we count the total number of iterations required
by EFPA, and by each layer of OPCA, with C = 10000. The
results are shown in Table III. We observe that EFPA requires
78 iterations to converge, but the first layer of OPCA only
requires 6 iterations and the other layers requires even fewer
iterations. Layer 3 for the OPCA algorithm consumes only
0.0024 seconds because there is no overflowed traffic from
layer 2; therefore the offered load to each trunk in layer 3 is
0, in which case, all the layer 3 trunk blocking probabilities
equals to 0 without the need to run the Erlang-B formula.

C. Accuracy of OPCA and EFPA for the NSF Network

Having demonstrated that OPCA converges faster than
EFPA, it is important to evaluate the accuracy of the two
algorithms to see whether the longer running time enables
EFPA to provide more accurate results than OPCA. Note also
that the presented results here is for an OBS network without
trunk reservation, so these results also complement [34] that
apply to networks with trunk reservation.

Results for the comparison of the accuracy of OPCA and
EFPA for the case C = 50 are presented in Fig. 3. The results
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TABLE III
COMPARISON OF THE TIMES USED BY EFPA AND OPCA IN EACH LAYER
TO CALCULATE THE BLOCKING PROBABILITIES IN NSFNET WITH 10000

CHANNELS PER TRUNK.

Algorithm Layer number Number of Total running time
iterations in seconds

EFPA only 1 layer 78 3006

OPCA

layer 0 6 177.9
layer 1 5 119.7
layer 2 4 99.7
layer 3 1 0.0024
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Fig. 3. Blocking probabilities in the NSF network.

are limited to the case C = 50 because simulations for large C
values are computationally prohibitive. The results are based
on a comparison of the two approximations with simulation
results for the case of the NSF Network example of Fig. 2 with
the 12 SD pairs shown in Table I setting the maximum allow-
able number of deflections to 3. Error bars for 95% confidence
intervals based on Student’s t-distribution are provided for all
the simulation results although in many cases the intervals
are too small to be clearly visible. We observe that OPCA
generally slightly overestimates the blocking probability for
this example while EFPA underestimates it when the traffic
is low; however, OPCA turns to underestimate the blocking
probability when the traffic is high. Notice that when the
offered load is within 40–50, the results of EFPA are missing.
This is because we can not achieve a convergence in cases
the offered load to each SD pair draws near the number of
channels per trunk which is equal to 50. It is known that
evaluating blocking probability by EFPA for OBS may fail to
converge in certain instances for unprotected deflection routing
as shown in [32].

It is observed from Fig. 3 that in the practical loading range,
EFPA does not performs better than OPCA. EFPA is only more
accurate than OPCA when the offered load is within 35–40
where the blocking probability is above 3 × 10−1 which is
way above what is considered an acceptable grade of service.
Notice that these results are consistent with the results in [34]
(for cases with trunk reservations) where we observed that
EFPA is more accurate than OPCA for high load. Thus we
observed in the present example that in the practical traffic
loading range, normally used for dimensioning purposes, the
longer running time does not enable EFPA to provide more

accurate results than OPCA.

D. OPCA Bounds behaviour

In Fig. 4 we present results for the bounds of the OPCA
result iterations with a function of the number of iterations in
each layer for different offered loads to each directional SD
pair in the NSF network. The maximum number of deflections
is set to 3 and each trunk has 50 channels. We observe in
part (a) of the figure that the lower and upper bounds of the
OPCA result for overall network blocking probability become
closer to each other, and when 6 iterations are made in each
layer, the distance between the lower and upper bounds is
less than 10−5% of the lower bound value. Similar results are
observed in all four cases of different offered load alternatives
presented in Fig. 4. Notice however that as the offered load
increases the rate that the bounds become closer to each other
is somewhat reduced. Still, in the cases presented in parts (a)
and (b), the distance between the bounds is less than 10−5%
of the lower bound value when six iterations per layer have
been completed. However, when the offered load is 30 for
each SD pair, which is the case presented in part (c) of Fig.
4, seven iterations per layer are required to achieve distance
between the bounds to be 10−5% of the lower bound value
and when the offered load increases to 55 (presented in part
(d) of Fig. 4), eight iterations per layer are required to achieve
the same accuracy. This is due to the fact that in the NSF
network, there are LBTs in each layer. For the LBTs, when
the offered load increases in all layers, the first upper bound of
trunk blocking probability obtained by the first iteration also
increases. This fact can be observed by equations (24) and
(53) which show that the trunk blocking probability increases
in offered load. Since the first lower bound is 0 for all LBTs,
and the first upper bound increases as the traffic increases, the
distance between the first upper and lower bounds of trunk
blocking probability obtained by the first iteration is larger
when the offered load is larger. These general assertions are
consistent with observations in [34]. We also observe in the
figure, that as the offered load to the network increases, which
implies more primary and deflected bursts in the network, it
apparently makes it somewhat more difficult for the bounds
to become closer to each other.

1) The effect of the number of channels per trunk: Fig. 5
shows the bounds of the OPCA blocking probability results
for the NSF network considering four scenarios where in
each scenario there are different channels per trunk. In all the
scenarios, the offered load to each directional SD pair is 0.4C,
where C is the number of channels per trunk and the maximum
number of deflection is set to 3. We observe from the figure
that when the number of channels per trunk increases, the
lower and upper bounds become closer to each other faster. In
particular, when there are 20 channels per trunk, six iterations
per layer are required to achieve a distance between the lower
and upper bounds to be around 10−5% of the lower bound
value, but when there are 100 channels per trunk, in five
iterations per layer we achieve a much lower distance between
the bounds, namely, 10−8% approx. of the lower bound value.
The results are related to the fact that with larger number
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Fig. 4. Bounds of OPCA blocking probabilities in NSF network with different
offered load to each directional SD pair.
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Fig. 5. Bounds of OPCA blocking probabilities in NSF network with different
number of channels per trunk (C) in which the offered load to each directional
SD pair is 0.4C

of channels per trunk, the variance of the number of busy
channels is lower which implies less deflected bursts in the
networks, as we have already observed before, this makes it
easier for the bounds to become closer to each other.

2) Effect of the maximum allowable number of deflections:
Fig. 6 shows the bounds of the OPCA blocking probability
results for the NSF network considering four scenarios where
in each scenario we set a different value for the maximum
allowable number of deflections (D). In all scenarios, the
offered load to each directional SD pair is 20 Erlangs and each
trunk has 50 channels. We observe from the figure that when
D increases, the lower and upper bounds become closer to
each other slightly slower since the overflowed traffic increases
with D increasing. However, this effect does not seem to be
significant when D ≥ 2 because the traffic in layers k (for
k ≥ 2) is very small and its effect to the end-to-end blocking
probability is negligible. In particular, when D = 0 and six
iterations per layer are made, the distance between the lower
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Fig. 6. Bounds of OPCA blocking probabilities in the NSF network with
different maximum allowable number of deflections (D) in which the offered
load to each directional SD pair is 20 Erlangs

and upper bounds is around 10−8% of the lower bound value,
but when D = 2 and D = 3, in six iterations per layer the
distance between the lower and upper bounds is only around
10−6% of the lower bound value.

VI. CONCLUSIONS

In this paper, we have presented the bounds of the OPC
for blocking probability approximation in OBS Networks with
deflection routing. The bounds obtained by the iterations of
the OPCA algorithm consistently become closer to each other,
and after a small number of steps yield a satisfactory blocking
probability approximation. We have observed that the speed of
the bounds moving closer decreases when the proportion of the
overflowed traffic increases, due to the growth of the offered
load or the maximum allowable number of deflections, as well
as the reduction of the number of channels per trunk. We have
also demonstrated in the case of NSFNet with 50 channels per
trunk that OPCA is faster and at least as accurate as EFPA.

VII. APPENDIX

Let F(x) = xPk(x), where Pk(x) =
xk/k!

∑k
i=0 xi/i!

for positive inte-

ger k and x ≥ 0. The meaning of Pk(x) is the loss probability
in the M/G/k/k queueing system with the offered traffic load
x. Pk(x) is an increasing function in x.

The challenge is to prove that

Q(x,a) =
F(x+a)−F(x)

a
(66)

is an increasing function in a.
We can write function (66) as

Q(x,a) =
F(x+a)−F(x)

a
=

1
a

∫ x+a

x
F ′(y)dy. (67)

The function F(x) = xPk(x) is a convex function ( for direct
proof e.g. see [44], [45]). Using the first mean value theorem
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for integration, we have

Q(x,a) = F ′(x+θa),

where 0 < θ < 1.
Using the fact that F(x) is a convex function, we have the

following properties,
1) Q(x,a) increases when x increases.
2) Let a1 < a2. Then, because F ′(x) is an increasing func-

tion, we have the inequality a1θ1 ≤ a2θ2, where θ1
and θ2 are such the constants belonging to the interval
(0,1) for which Q(x,a1) = F ′(x+ θ1a1) and Q(x,a2) =
F ′(x+θ2a2) (as shown in Fig. 7).
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