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Abstract—Energy efficiency of server farms is an important
design consideration of the green datacenter initiative. One
effective approach is to optimize power consumption of server
farms by controlling the carried load on the networked servers.
In this paper, we propose a robust heuristic policy called E* for
stochastic job assignment in a server farm, aiming to improve
the energy efficiency by maximizing the ratio of job throughput
to power consumption. Our model of the server farm considers
a parallel system of finite-buffer processor-sharing queues with
heterogeneous server speeds and energy consumption rates.
We devise E* as an insensitive policy so that the stationary
distribution of the number of jobs in the system depends on the
job size distribution only through its mean. We provide a rigorous
analysis of E* and compare it with a baseline approach, known as
most energy-efficient server first (MEESF), that greedily chooses
the most energy-efficient servers for job assignment. We show
that E* has always a higher job throughput than that of MEESF,
and derive realistic conditions under which E* is guaranteed
to outperform MEESF in energy efficiency. Extensive numerical
results are presented and demonstrate that E* can improve the
energy efficiency by up to 100%.

Index Terms—Energy efficiency, insensitivity, job assignment,
processor sharing, server farm.

I. INTRODUCTION

DATA centers have become essential to the functioning
of virtually every sector of a modern economy [1].

Server farms in data centers are known for their massive
power consumption [2]. Energy efficiency of server farms
is important considering greenhouse gas emissions concerns.
Driven by the green datacenter initiative to facilitate a low-
carbon economy in the information age [3], there is a strong
incentive for managing power consumption of server farms
while maintaining acceptable levels of performance [4].

Various approaches have been proposed in the literature
aiming at energy conservation in server farms. These include
speed scaling methods for optimizing power consumption by
controlling server speeds based on their carried load [5]–[10],
right sizing techniques for dynamically activating/deactivating
servers [11], [12], and resource allocation solutions for perfor-
mance optimization in server farms [13], [14]. The approach
that we take in this paper is in line with [15] and investigates
the problem of stochastic job assignment in a server farm.
The objective is to maximize its energy efficiency, defined
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as the ratio of job throughput to power consumption. This
approach provides a way for optimizing power consumption of
server farms by controlling the carried load on the networked
servers as a function of the (fixed) server speeds and energy
consumption rates. It can also be combined with speed scaling
at each server for local fine-tuning.

Our model of the server farm considers a parallel system of
finite-buffer processor-sharing (PS) queues with heterogeneous
server speeds and energy consumption rates. PS queues are
suitable for modeling web-server systems [16]–[19]. Under
PS, all existing jobs at each server share the processing ca-
pacity and are served at equal rates. PS enables fair processing
of jobs, which is desirable in web-server systems where the file
size distribution is known to have high variability [20]. Note
that broader applications of PS queues can also be found in
communication systems (see e.g. [21], [22]).

In this paper, we focus on job assignment policies that allow
jockeying. When jockeying is permitted, jobs can be reassigned
to any server with buffer vacancies at any time before they
are completed. Assignment with jockeying has more freedom
and suits a server farm where the servers are collocated in a
single physical center and can use e.g. a shared DRAM-storage
[23] or flash-storage [24]. It may also suit a data center with
more advanced virtualization technologies that enable high-
speed live migration of jobs [25]. Jockeying policies in general
can significantly improve the system performance. In addition,
they are scalable in computation and hence make resource
optimization more tractable.

For such a problem, a straightforward heuristic approach is
by greedily choosing the most energy-efficient servers for job
assignment. It can be shown that, under certain conditions,
this approach, which we call most energy-efficient server first
(MEESF) in this paper, maximizes the ratio of instantaneous
job departure rate to instantaneous energy consumption rate.
In general, however, this is not the case, and we shall see that
MEESF does not necessarily maximize the ratio of long-run
average job departure rate (i.e., job throughput) to long-run
average energy consumption rate (i.e., power consumption).
This observation motivates us to design a more robust heuristic
policy for improving the energy efficiency of the system
and yet achieving a higher job throughput than what can be
achieved with MEESF.

A preliminary conference version of this paper was pre-
sented in [26]. Here, we extend [26] by providing a more
thorough understanding of the heuristic policy and a more
rigorous analysis of its properties, taking into consideration
servers with heterogeneous buffer sizes. Our main contribu-



2

tions in this paper are summarized as follows:
• We propose a robust heuristic policy for stochastic job

assignment in a finite-buffer PS server farm. Note that in
this paper we shall name this heuristic policy as E* to
reflect our goal of designing a “star” policy that can maxi-
mize the energy efficiency of the system. We demonstrate
the effectiveness of E* by comparing it to the baseline
MEESF policy. Unlike MEESF that greedily chooses
the most energy-efficient servers for job assignment, E*
aggregates an optimal number of K̂ ≥ 2 most energy-
efficient servers to form a virtual server. In our design, E*
always gives preference to this virtual server and utilizes
its service capacity in such a way that guarantees a higher
job throughput than what is achievable with MEESF and
yet can improve the energy efficiency of the system. The
decision variable K̂ provides a degree of freedom for E*
to fine-tune its performance.

• We discuss the insight gained from our design of E*,
based on which we propose a simple rule of thumb
for determining the optimal K̂ value that maximizes the
energy efficiency of the system under E*. The resulting
policy, referred to as rate matching (RM), simply chooses
the value of K̂ such that the aggregate service rate
of the virtual server matches the job arrival rate. We
provide extensive numerical results to demonstrate the
effectiveness of RM relative to E*.

• We devise E* as an insensitive job assignment policy.
That is, the stationary (steady-state) distribution of the
number of jobs in the system depends on the job size
distribution only through its mean. This insensitivity
property is useful for assuring robustness and predictabil-
ity of the performance of the server farm under a wide
range of job size distributions.

• We perform a rigorous analysis of E*. In particular, we
prove that E* has always a higher job throughput than
that of MEESF. We also prove that, under the realistic
scenario where at least two servers in a heterogeneous
server farm are equally most energy efficient, E* is
guaranteed to outperform MEESF in terms of the energy
efficiency of the system. Having at least two servers that
are equally energy efficient can be justified as a server
farm is likely to comprise multiple servers of the same
type purchased at a time.

The rest of this paper is organized as follows. In Section II,
we discuss the related work. In Section III, we describe
the server farm model. In Section IV, we provide details of
the job assignment policies. Insensitive conditions of the job
assignment policies are derived in Section V. In Section VI, we
provide a rigorous analysis of the E* policy. Numerical results
are presented in Section VII. Finally, we draw conclusions in
Section VIII.

II. RELATED WORK

Since the work of Haight [27] in 1958, various queueing
models for job assignment with or without jockeying among
multiple servers have been considered in the literature. Most
of the existing work is focused on job assignment policies that

aim to improve the system performance under the first-come-
first-served (FCFS) service discipline. Among them, join the
shortest queue (JSQ) is a classic policy.

The JSQ policy in the non-jockeying case has been studied
in [28]–[30] for FCFS queues and in [31]–[33] for PS queues.
Bonomi [31] proved the optimality of JSQ in a PS model
with homogeneous servers under general arrival process and
Markov departure process. Whitt [32] provided a counter-
example for showing the non-optimality of JSQ in the case of
non-exponential job size distribution. Gupta [33] presented an
approximate analysis of the performance of JSQ in a PS model
with general job size distribution, and intuitively explained
its optimality in terms of the average delay in a system with
heterogeneous servers.

Server farm applications of the JSQ policy in the jockeying
case have been studied in [34]–[36] for FCFS queues. The
jockeying action is triggered when the difference between the
queue length of the shortest queue and that of the longest
queue reaches a threshold value. The focus of this existing
work is on the expression of the equilibrium distribution of the
queue length, and it has been shown that jockeying policies
can significantly improve the system performance.

Several energy-aware non-jockeying policies have been
studied in [14], [37] for a multi-queue heterogeneous system
with infinite buffer and setup delay, where exact expressions
of the value function for the Markov decision process (MDP)
are given. Hyytiä et al. [37] showed that M/G/1-LCFS is
only sensitive to the mean of the set-up delay, while M/G/1-
PS loses its insensitivity with consideration of the set-up
delay. Li et al. [38] proposed a heuristic approach which
aims to maximize the weighted probability of the combined
execution time (delay) and the energy consumption metric with
constraints on both the delay deadline and the energy budget
in a heterogeneous computing system. To the best of our
knowledge, PS multi-queue systems with jockeying have been
studied before only in [15], where the optimization problem
is characterized by the semi-Markov decision process (SMDP)
[39] and attempts to maximize the ratio of the job throughput
to the power consumption.

In the general context of MDP or SMDP, significant work
has been done to optimize the expected average reward (cost).
In [40], Lippman optimized the finite horizon discounted
reward in three models, namely, M/M/c finite capacity queue,
M/M/1 service rate control problem and M/M/c finite capac-
ity queue with policy-dependent arrival rates, by using the
concept of “uniformization” device which defines a virtual
exponential clock independent from both the policy and the
state of the stochastic process. The concept of g-revised reward
[41] provides a bridge between optimization problems of the
expected total reward and the expected average reward. In
addition, an optimal solution that maximizes the expected
average reward can be achieved by using a procedure proposed
in [41]. In particular, Stidham and Weber [42] considered
a service rate control problem of a single queue with left-
skip-free transition structure in both exponential and non-
exponential service time cases, where the decisions of the
policy depend on the number of customers (jobs) in the queue
and no discounting is considered. They provided a method
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to prove the monotonicity of the optimal service rates, in
which the optimal service rates are increasing in queue length,
and some of their resulted optimal policies are shown to be
insensitive to the shape of the service time distribution. George
and Harrison [43] studied the service rate control problem of a
single queue evolving a birth-and-death Markov process, and
proved the existence of monotonic optimal service rates with
weaker assumption than those of [42].

The objective function, defined as the long-run average
reward per unit cost (e.g. time consumption, energy consump-
tion, etc.), in [15] is a generalized version of the long-run
average service quality per unit time that has been studied
previously. Rosberg et al. [15], using similar techniques of
[40]–[43], proposed an algorithm for optimal stationary job
assignment that maximizes the energy efficiency of the system
by exploring server heterogeneity. However, the optimal policy
is not scalable in computation. Rosberg et al. [15] further
proposed the scalable slowest server first (SSF) policy which
aims to approximate this optimality. SSF was numerically
demonstrated to be near-optimal under certain relationship
between the energy consumption rate and the service rate of
a server. Our approach in this paper gives rise to a class of
scalable job assignment policies that are provably more robust
than SSF and can significantly improve the energy efficiency
of the system under a variety of cases.

III. SYSTEM MODEL

For the reader’s convenience, Table I provides a list of major
symbols that we shall define and use in this paper. Our model
of a server farm considers K independent servers, each having
a finite buffer for queuing jobs. For j = 1, 2, . . . ,K, we denote
by Bj the buffer size of server j where Bj > 1 for all j. For
notational convenience, we denote by B̃i the aggregate buffer
size of the first i servers in the system, given by

B̃i =

i∑
j=1

Bj , i = 0, 1, . . . ,K (1)

where B̃0 = 0 by definition.
We denote by µj the service rate of server j, defined as the

units of jobs that can be processed per time unit, and by εj
the energy consumption rate of server j. Note that, in the
literature, the energy consumption rate of a server is usually
related to the server speed by a convex function of the form

ε(µ) ∝ µβ , β > 0 (2)

with β = 3 being the most commonly used value [5], [6], [44].
However, some researchers suggest that ε(µ) is not necessarily
convex [7], [8]. The job assignment policies that we propose
in this paper do not require such an assumption.

We refer to the ratio µj/εj as the energy efficiency of
server j. Accordingly, server i is defined to be more energy-
efficient than server j if and only if µi/εi > µj/εj . Since
our focus in this paper is on developing energy-efficient job
assignment policies, for convenience of description, we label
the servers according to their energy efficiency. That is, for
any pair of servers i and j, if i < j, we have µi/εi ≥ µj/εj .

TABLE I
SUMMARY OF MAJOR SYMBOLS

Symbol Definition

K Number of servers in the system

Bj Buffer size of server j

B̃i Aggregate buffer size of the first i servers in the system

µj Service rate of server j

εj Energy consumption rate of server j

µj/εj Energy efficiency of server j

λ Job arrival rate

K̂ Number of energy-efficient servers forming a virtual server

µ̃
K̂

Aggregate service rate of the virtual server

ε̃
K̂

Aggregate energy consumption rate of the virtual server

µ̃
K̂
/ε̃
K̂

Energy efficiency of the virtual server

K̂∗ Optimal value of K̂ chosen by the E* policy

K̂RM Empirical value of K̂ chosen by the RM policy

Lφ Job throughput of the system under policy φ

Eφ Power consumption of the system under policy φ

Lφ/Eφ Energy efficiency of the system under policy φ

Remark 1. In our context, for i < j, we have µiεj−εiµj ≥ 0
since µi/εi ≥ µj/εj .

We consider that jobs arrive at the system according to a
Poisson process with mean rate λ. An arriving job is assigned
to one of the servers with at least one vacant slot in its buffer,
subject to the control of an assignment policy. If all buffers
are full, the arriving job is lost.

We assume that job sizes (in units) are independent and
identically distributed with an absolutely continuous cumula-
tive distribution function (CDF) F (x), x ≥ 0. Without loss
of generality, we normalize the average size of jobs to one.
Each server j serves its jobs at a total rate of µj using the PS
service discipline.

IV. ENERGY-EFFICIENT JOB ASSIGNMENT

In this section, we provide details of the job assignment
policies. Section IV-A briefly describes the MEESF policy.
Section IV-B presents the E* policy. Section IV-C discusses
and describes the RM policy.

A. MEESF

MEESF is a straightforward heuristic approach that works
by greedily choosing the most energy-efficient servers for job
assignment. With jockeying, at any point in time, MEESF is
required to satisfy the condition that no server in the system is
busy if a more energy-efficient server has at least one vacant
slot in its buffer. A rearrangement of the existing jobs is
always required whenever it becomes necessary to satisfy the
condition of the policy.

The SSF policy proposed in [15] is a special case of MEESF,
assuming for each server j that its energy consumption rate
satisfies εj = µ3

j . It can be shown that, under the condition
where all servers in the system have the same buffer size,



4

2 4 6 8 10
−40

−20

0

20

K̂

R
e
la

ti
v
e
 d

if
fe

re
n
c
e
 (

%
)

(a)

2 4 6 8 10
0

0.5

1

1.5

1.8
x 10

−3

K̂

R
e
la

ti
v
e
 d

if
fe

re
n
c
e
 (

%
)

(b)

2 4 6 8 10
−20

0

20

40

60

K̂

R
e
la

ti
v
e
 d

if
fe

re
n
c
e
 (

%
)

(c)

Fig. 1. Illustration of optimizing K̂ for the E* policy. (a) Relative difference of E* to MEESF in the energy efficiency of the system. (b) Relative difference
of E* to MEESF in the job throughput. (c) Relative difference of E* to MEESF in the power consumption.

i.e., B1 = B2 = . . . = BK , SSF maximizes the ratio
of instantaneous job departure rate to instantaneous energy
consumption rate [45]. In general, however, this is not the
case. We shall see that MEESF does not necessarily maximize
the ratio of long-run average job departure rate to long-run
average energy consumption rate. This observation motivates
us to design the more robust E* policy.

B. E*

The E* policy is devised in such a way that it aggregates
K̂ ≥ 2 most energy-efficient servers to form a virtual server.
Let µ̃K̂ denote the aggregate service rate of this virtual server,
given by

µ̃K̂ =

K̂∑
j=1

µj . (3)

Let ε̃K̂ denote the aggregate energy consumption rate of the
virtual server, given by

ε̃K̂ =

K̂∑
j=1

εj . (4)

Similar to the way that we specify the energy efficiency of a
server, we refer to the ratio µ̃K̂/ε̃K̂ as the energy efficiency
of the virtual server.

Proposition 1. The virtual server formed by aggregating K̂
most energy-efficient servers in the system is not worse than
any server k, k ≥ K̂ + 1, in terms of energy efficiency. That
is,

µ̃K̂
ε̃K̂
≥ µk
εk
, k = K̂ + 1, K̂ + 2, . . . ,K. (5)

Proof: We have

µ̃K̂
ε̃K̂
− µk
εk

=

∑K̂
j=1(µjεk − εjµk)∑K̂

j=1 εjεk
≥ 0 (6)

where the final inequality follows from Remark 1.
Accordingly, in our design, E* always gives preference to

the virtual server and utilizes its service capacity in such a way

that guarantees a higher job throughput than what is achievable
with MEESF and yet can improve the energy efficiency of the
system. In particular, with jockeying, E* is required to satisfy
the following two conditions at any point in time:

1) Among the K̂ servers that form the virtual server, no
server is idle if a less energy-efficient server is busy, and
no server has more than one job if another server is idle.

2) None of the other K − K̂ servers in the system is busy
if a more energy-efficient server has at least one vacant
slot in its buffer.

One property of the E* policy as a result of this design is that
it maximizes the instantaneous job departure rate of the virtual
server at any point in time under the condition that it greedily
chooses the most energy-efficient servers for job assignment
among the K̂ servers that form the virtual server.

Note that the decision variable K̂ provides a degree of free-
dom for E* to fine-tune its performance. Thus, an important
objective in the context of the E* policy is to determine within
the range [2,K] an optimal K̂ value, denoted by K̂∗, such that
the energy efficiency of the system can be maximized.

C. RM

Our proposed rule of thumb, RM, for determining the K̂∗

value of the E* policy simply chooses a number K̂RM so that
the aggregate service rate of the virtual server matches the job
arrival rate. More specifically, K̂RM is chosen to be the largest
K̂ satisfying µ̃K̂ ≤ λ. Intuitively, this is to consider the fact
that the maximum job throughput of the system is no more
than the job arrival rate. As a result, one may expect that the
servers chosen by the RM policy are (roughly) sufficient to
support the maximum job throughput.

We provide below an intuitive explanation of why this
simple rule of thumb may work, using the numerical results
presented in Fig. 1. In this example, we have a system of
ten servers. The server speeds and the energy consumption
rates are randomly generated. The job arrival rate is set to be
the sum of the service rates of the six most energy-efficient
servers. The results in Fig. 1 are presented in the form of
the relative difference of E* to MEESF in terms of each
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corresponding performance measure. Note that in this paper,
given two numerical quantities x and y, we define the relative
difference of x to y as (x− y)/y.

Based on the results of Fig. 1, we argue that choosing a
different value of K̂ other than K̂RM is likely to decrease the
energy efficiency of the system. This is because:
• On one hand, if we choose a value of K̂ larger than
K̂RM, the excessive service capacity made available with
the virtual server can increase the job throughput only
marginally. However, it can substantially increase the
power consumption since it now uses more of those
less energy-efficient servers. As a result, the energy
efficiency of the system (defined in our context as the
ratio of job throughput to power consumption) is likely
to decrease with an increasing value of K̂ within the
range [K̂RM,K].

• On the other hand, if we choose a value of K̂ smaller
than K̂RM, the aggregate service rate of the virtual server
is not sufficient to support the input traffic in a long
run. As a result, incoming jobs will be queued up and
we are forced to use more of those less energy-efficient
servers for serving the backlog. This will again increase
the power consumption. Since it can be shown that the
job throughput decreases with decreasing K̂, the energy
efficiency is also likely to decrease with a decreasing
value of K̂ within the range [K̂RM, 2].

V. INSENSITIVE CONDITIONS WITH JOCKEYING

Zvi et al. [15] developed a class of stationary policies for
insensitive job assignment with jockeying based on the concept
of symmetric queue introduced in [46]. As in [15], we adapt
here the symmetric queue model with state-dependent service
rates defined in [46] to our system that allows jockeying among
multiple queues. We begin by providing in Section V-A an
explanation based on [15] of this adaptation to make the paper
self-contained. Then, we derive the insensitive MEESF policy
in Section V-B and the insensitive E* policy in Section V-C,
respectively.

A. Adaptation of symmetric queue

A symmetric queue is defined in [46] as a queue that has a
symmetry between the service rate allocated to each position in
the queue and the probability that a newly arrived job will join
the queue in the corresponding position. In particular, when
there are n jobs in the queue, the ordered jobs are contained
at positions 1, 2, . . . , n, and the total service rate is µ(n). A
proportion γ(l, n) of µ(n) is directed to the job at position l,
l = 1, 2, . . . , n.
• When the job at position l completes its service and

leaves the queue, the jobs at positions l+ 1, l+ 2, . . . , n
move to positions l, l + 1, . . . , n− 1, respectively.

• When a job arrives at the queue, it moves into position l
with probability γ(l, n+ 1). The jobs previously at posi-
tions l, l+1, . . . , n move to positions l+1, l+2, . . . , n+1,
respectively.

Kelly [46] showed that a stationary symmetric queue is
insensitive to the service time distribution, given that it can

be represented as a mixture of Erlang distributions. This
result was extended by Barbour [47] to arbitrarily distributed
service times. Taylor [48] showed that the canonical insensitive
queueing model, the Erlang loss system, can be described as
a symmetric queue.

Now consider the system of multiple queues in our context.
Let the number of existing jobs at server j be denoted by nj .
Let the total number of existing jobs in the system be denoted
by n; by definition, n =

∑K
j=1 nj . As in [15], we define a

feasible group of server sets {T φ(n) : 1 ≤ n ≤ B̃K} for
each policy φ, where T φ(n) is the set of servers designated
for serving the existing jobs in the system at state n. For
stationary policies, the assignment decisions are made only
upon arrivals and departures.

Let the buffer position in the multi-queue system be defined
using a 2-tuple notation (j, k) for position k of server j, where
1 ≤ j ≤ K and 1 ≤ k ≤ Bj . For each policy φ, a one-to-
one mapping Θφ from the buffer positions in the multi-queue
system, defined as Qm = {(j, k) : 1 ≤ j ≤ K, 1 ≤ k ≤ Bj},
to the buffer positions in the logically-combined queue, defined
as Qs = {l : 1 ≤ l ≤ B̃K}, matches the server sets included
in {T φ(n)}. Note that there could be more than one such
mapping Θφ that matches {T φ(n)}. Since the service disci-
pline at each server is PS, all the relevant mappings associated
with the positions of a given server are equivalent. Moreover,
because of the insensitivity property of the logically-combined
queue, following the symmetric queue construction of [46]
that we shall show below, all these mappings give the same
stationary distribution of the underlying stochastic process
{nφ(t), t ≥ 0}.

For any mapping Θφ of policy φ, the multi-queue system
can be implemented as a symmetric queue on the Qs domain.
To show this, we begin by deriving the state-dependent service
rates of Qs. With the logically-combined queue, each server j
serves only the jobs located at its associated positions using
the PS discipline. For policy φ at state n, the total service rate
µφ(n) is given by

µφ(n)
def
=

∑
j∈T φ(n)

µj . (7)

Under the PS discipline, the proportion of µφ(n) allocated
to the job at position l

def
= Θφ(j, k) on the Qs domain is

equivalent to that allocated to the job at its corresponding
position k of server j on the Qm domain, and is given by

γφ(l, n) =
µj

njµφ(n)
. (8)

To complete the construction of the logically-combined
queue as a symmetric queue, it remains to enforce a symmetry
in the same manner as [46] between the service rate allocated
to each position in the logically-combined queue and the
probability that a newly arrived job will join the queue in
the corresponding position. That is:
• When the job at position l = Θφ(j, k) with (j, k) being

its corresponding position in the multi-queue system
completes its service and leaves the logically-combined
queue, the jobs at positions l + 1, l + 2, . . . , n move to
positions l, l + 1, . . . , n− 1, respectively.
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Fig. 2. State transition diagram of the logically-combined queue under any
insensitive jockeying policy φ.

• When a job arrives at the logically-combined queue, it
is assigned to position l, which corresponds to position
(j, k) in the multi-queue system where l = Θφ(j, k), with
probability γφ(l, n+ 1). The jobs previously at positions
l, l + 1, . . . , n move to positions l + 1, l + 2, . . . , n + 1,
respectively.

In general, based on the one-to-one position mapping Θφ from
Qm to Qs, the movements of jobs in the multi-queue system
match the movements of jobs in the logically-combined queue.

Due to the insensitivity property of the symmetric queue, the
state transition process of the logically-combined queue in this
context can be modeled as a birth-death process with birth rate
λ and death rate µφ(n), n = 1, 2, . . . , B̃K , as shown in Fig. 2.
Accordingly, the stationary distribution πφ(n) of the process
{nφ(t), t ≥ 0}, under any insensitive jockeying policy φ, can
be obtained by solving the steady-state equations:

λπφ(n) = µφ(n+ 1)πφ(n+ 1), n = 0, 1, . . . , B̃K − 1. (9)

Then, the job throughput of the system under policy φ,
which is equivalent to the long-run average job departure rate,
can be obtained as

Lφ =

B̃K∑
n=1

µφ(n)πφ(n). (10)

Alternatively, we can obtain Lφ by

Lφ = λ
[
1− πφ(B̃K)

]
. (11)

The power consumption of the system under policy φ, which
is equivalent to the long-run average energy consumption rate,
can be obtained as

Eφ =

B̃K∑
n=1

εφ(n)πφ(n) (12)

where εφ(n) is the total energy consumption rate at state n,
given by

εφ(n)
def
=

∑
j∈T φ(n)

εj . (13)

By definition, Lφ/Eφ is the energy efficiency of the system
under policy φ.

B. Insensitive MEESF

The insensitive MEESF policy is derived by specifying the
set of servers T MEESF(n) designated for serving the existing
jobs in the system at state n as

T MEESF(n) = {1, . . . , i}, 1 ≤ n ≤ B̃K (14)

where i ≤ K is the smallest integer satisfying
∑i
j=1Bj ≥ n.

The server sets specified in (14) indeed define the MEESF
policy, in which the available servers that are most energy
efficient are designated for service at each state n.

The position mapping ΘMEESF of MEESF is defined it-
eratively as follows. The B1 positions of server 1 (the most
energy-efficient server) are mapped to the first B1 positions of
the logically-combined queue that are associated with server 1.
The B2 positions of server 2 (the second most energy-efficient
server) are mapped to the following B2 positions of the
logically-combined queue that are associated with server 2.
The procedure continues until the BK positions of server K
have been mapped.

C. Insensitive E*

The insensitive E* policy is derived by specifying the set
of servers T E∗(n) designated for serving the existing jobs in
the system at state n as

T E∗(n) = {1, . . . ,min(n, K̂)}, 1 ≤ n ≤ B̃K̂ − 1 (15)

and
T E∗(n) = {1, . . . , i}, B̃K̂ ≤ n ≤ B̃K (16)

where i ≤ K is the smallest integer satisfying
∑i
j=1Bj ≥ n.

The server sets specified in (15) and (16) indeed define the
E* policy, in which preference is always given to the virtual
server at any state n.

The position mapping ΘE∗ of E* is defined iteratively
as follows. In the first iteration, the first buffer positions
of servers 1, 2, . . . , K̂ are mapped to the first K̂ positions
of the logically-combined queue in the order of the server
labels 1, 2, . . . , K̂, inheriting their original server speeds and
energy consumption rates. In every subsequent iteration until
all the positions of the first K̂ servers have been mapped, the
next remaining position levels from the remaining buffers, say
m ≤ K̂ positions, are mapped to the next m positions of
the logically-combined queue in the order of the server labels.
Then, the BK̂+1 positions of server K̂ + 1 are mapped to the
following BK̂+1 positions of the logically-combined queue
that are associated with server K̂+ 1. The BK̂+2 positions of
server K̂ + 2 are mapped to the following BK̂+2 positions of
the logically-combined queue that are associated with server
K̂ + 2. The iterations terminate when all the positions of all
server buffers have been mapped.

VI. ANALYSIS

Here, we provide a rigorous analysis of the E* policy. First,
we show that E* has always a higher job throughput than
that of MEESF. Then, we derive conditions under which E*
is guaranteed to outperform MEESF in terms of the energy
efficiency of the system.

For convenience, let

P (n) =
πE∗(n)

πE∗(B̃K)
, 0 ≤ n ≤ B̃K . (17)
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Then, from (9), we derive for the E* policy that

P (n) =


B̃K∏

i=n+1

µE∗(i)

λ
, 0 ≤ n ≤ B̃K − 1

1, n = B̃K .

(18)

Similarly, let

P ′(n) =
πMEESF(n)

πMEESF(B̃K)
, 0 ≤ n ≤ B̃K (19)

and we obtain from (9) for the MEESF policy that

P ′(n) =


B̃K∏

i=n+1

µMEESF(i)

λ
, 0 ≤ n ≤ B̃K − 1

1, n = B̃K .

(20)

Remark 2. Because of the nature of the two policies, we have{
µE∗(n) > µMEESF(n), 2 ≤ n ≤ B̃K̂−1
µE∗(n) = µMEESF(n), elsewhere.

(21)

Lemma 1. For P (n) defined in the form of (18) and P ′(n)
defined in the form of (20), we have P (n) > P ′(n), 0 ≤ n ≤ B̃K̂−1 − 1

P (n) = P ′(n), B̃K̂−1 ≤ n ≤ B̃K .
(22)

Proof: The result follows from Remark 2.

Proposition 2. For the stochastic job assignment problem
studied in this paper, we have

LE∗ > LMEESF. (23)

Proof: Using (11), we obtain the job throughput of the
system under the E* policy and that under the MEESF policy,
respectively, as

LE∗ = λ
[
1− πE∗(B̃K)

]
(24)

and
LMEESF = λ

[
1− πMEESF(B̃K)

]
. (25)

From (17), we have for the E* policy that

πE∗(n) = P (n)πE∗(B̃K), 0 ≤ n ≤ B̃K − 1. (26)

By normalization, we have

B̃K−1∑
n=0

P (n)πE∗(B̃K) + πE∗(B̃K) = 1 (27)

and hence

πE∗(B̃K) =
1∑B̃K−1

n=0 P (n) + 1
. (28)

Likewise, from (19), we have for the MEESF policy that

πMEESF(n) = P ′(n)πMEESF(B̃K), 0 ≤ n ≤ B̃K − 1 (29)

and hence obtain

πMEESF(B̃K) =
1∑B̃K−1

n=0 P ′(n) + 1
. (30)

It follows from Lemma 1 that
B̃K−1∑
n=0

P (n) >

B̃K−1∑
n=0

P ′(n). (31)

Therefore, we have

πE∗(B̃K) < πMEESF(B̃K) (32)

and hence (23).

Lemma 2. Given P (n) defined in the form of (18) and P ′(n)
defined in the form of (20), for any two integers x and y where
x < y ≤ K, we have

B̃K∑
n=B̃x−1+1

P (n)

B̃K∑
n′=B̃y−1+1

P ′(n′)

−
B̃K∑

n=B̃y−1+1

P (n)

B̃K∑
n′=B̃x−1+1

P ′(n′)

{
> 0, 1 ≤ x ≤ K̂ − 1

= 0, x ≥ K̂.
(33)

Proof: Note that

B̃K∑
n=B̃x−1+1

P (n) =

B̃y−1∑
n=B̃x−1+1

P (n) +

B̃K∑
n=B̃y−1+1

P (n) (34)

and

B̃K∑
n′=B̃x−1+1

P ′(n′) =

B̃y−1∑
n′=B̃x−1+1

P ′(n′) +

B̃K∑
n′=B̃y−1+1

P ′(n′).

(35)
Thus, proving (33) is equivalent to proving

B̃y−1∑
n=B̃x−1+1

P (n)

B̃K∑
n′=B̃y−1+1

P ′(n′)

−
B̃K∑

n=B̃y−1+1

P (n)

B̃y−1∑
n′=B̃x−1+1

P ′(n′)

{
> 0, 1 ≤ x ≤ K̂ − 1

= 0, x ≥ K̂.
(36)

It suffices to show that, for any two integers l and m where
B̃x−1 + 1 ≤ l ≤ B̃y−1 and B̃y−1 + 1 ≤ m ≤ B̃K , we have

P (l)P ′(m)− P (m)P ′(l) > 0 (37)

or, equivalently,

P (l)

P (m)
=

m∏
i=l+1

µE∗(i)

λ
>

P ′(l)

P ′(m)
=

m∏
i=l+1

µMEESF(i)

λ
(38)

if l ≤ B̃K̂−1 − 1, and we have

P (l)P ′(m)− P (m)P ′(l) = 0 (39)

or, equivalently,

P (l)

P (m)
=

m∏
i=l+1

µE∗(i)

λ
=

P ′(l)

P ′(m)
=

m∏
i=l+1

µMEESF(i)

λ
(40)

if l ≥ B̃K̂−1. The inequality in (38) and the equality in (40)
for all l in the defined range follow from Remark 2.
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Proposition 3. A sufficient condition for

LE∗

EE∗
>
LMEESF

EMEESF
(41)

to hold is that
µj
εj

=
µ1

ε1
, j = 2, 3, . . . , K̂ (42)

and there exists at least one pair of servers x and y, where
1 ≤ x ≤ K̂ and x < y ≤ K, such that µx/εx > µy/εy .

Proof: From (12), we derive for E* that

EE∗ =

B̃K∑
n=1

εE
∗
(n)πE∗(n)

=

K̂∑
n=1

πE∗(n)

n∑
j=1

εj +

B̃
K̂∑

n=K̂+1

πE∗(n)

K̂∑
j=1

εj

+

K∑
i=K̂+1

B̃i∑
n=B̃i−1+1

πE∗(n)

i∑
j=1

εj .

(43)

Interchanging the summations in (43), we obtain

EE∗ =

K̂∑
j=1

εj

K̂∑
n=j

πE∗(n) +

K̂∑
j=1

εj

B̃
K̂∑

n=K̂+1

πE∗(n)

+

 K̂∑
j=1

εj

K∑
i=K̂+1

+

K∑
j=K̂+1

εj

K∑
i=j

 B̃i∑
n=B̃i−1+1

πE∗(n)

=

K̂∑
j=1

εj

B̃K∑
n=j

πE∗(n) +

K∑
j=K̂+1

εj

B̃K∑
n=B̃j−1+1

πE∗(n).

(44)
Note that, since Bj > 1 for all j, we have B̃j−1 + 1 ≥ j for
1 ≤ j ≤ K̂. Thus, we can rewrite the elements of EE∗ in (44)
as

EE∗ =

K̂∑
j=1

εj

B̃j−1∑
n=j

πE∗(n) +

K̂∑
j=1

εj

B̃K∑
n=B̃j−1+1

πE∗(n)

+

K∑
j=K̂+1

εj

B̃K∑
n=B̃j−1+1

πE∗(n)

=

K̂∑
j=1

εj

B̃j−1∑
n=j

πE∗(n) +

K∑
j=1

εj

B̃K∑
n=B̃j−1+1

πE∗(n).

(45)

Similar to the way we derive the expression of EE∗ in (45),
we obtain LE∗ as

LE∗ =

B̃K∑
n=1

µE∗(n)πE∗(n)

=

K̂∑
j=1

µj

B̃j−1∑
n=j

πE∗(n) +

K∑
j=1

µj

B̃K∑
n=B̃j−1+1

πE∗(n).

(46)

Then, using (17), we have

LE∗

EE∗
=
LE∗/πE∗(B̃K)

EE∗/πE∗(B̃K)

=

∑K̂
j=1 µj

∑B̃j−1

n=j P (n) +
∑K
j=1 µj

∑B̃K
n=B̃j−1+1

P (n)∑K̂
j=1 εj

∑B̃j−1

n=j P (n) +
∑K
j=1 εj

∑B̃K
n=B̃j−1+1

P (n)
.

(47)

On the other hand, from (12), we derive for MEESF that

EMEESF =

B̃K∑
n′=1

εMEESF(n′)πMEESF(n′)

=

K∑
i′=1

B̃i′∑
n′=B̃i′−1+1

πMEESF(n′)

i′∑
j′=1

εj′ .

(48)

Interchanging the summations in (48), we obtain

EMEESF =

K∑
j′=1

εj′
K∑

i′=j′

B̃i′∑
n′=B̃i′−1+1

πMEESF(n′)

=

K∑
j′=1

εj′
B̃K∑

n′=B̃j′−1+1

πMEESF(n′).

(49)

Similar to the way we derive the expression of EMEESF in
(49), we obtain LMEESF as

LMEESF =

B̃K∑
n′=1

µMEESF(n′)πMEESF(n′)

=

K∑
j′=1

µj′
B̃K∑

n′=B̃j′−1+1

πMEESF(n′).

(50)

Then, using (19), we have

LMEESF

EMEESF
=
LMEESF/πMEESF(B̃K)

EMEESF/πMEESF(B̃K)

=

∑K
j′=1 µj′

∑B̃K
n′=B̃j′−1+1

P ′(n′)∑K
j′=1 εj′

∑B̃K
n′=B̃j′−1+1

P ′(n′)
.

(51)

Clearly, given LE∗/EE∗ in the form of (47) and
LMEESF/EMEESF in the form of (51), for the inequality in
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(41) to hold, it requires

K̂∑
j=1

K∑
j′=1

µjεj′

B̃j−1∑
n=j

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′)

+

K∑
j=1

K∑
j′=1

µjεj′
B̃K∑

n=B̃j−1+1

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′)

>

K̂∑
j=1

K∑
j′=1

εjµj′

B̃j−1∑
n=j

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′)

+

K∑
j=1

K∑
j′=1

εjµj′
B̃K∑

n=B̃j−1+1

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′).

(52)

First, we show that
K∑
j=1

K∑
j′=1

µjεj′
B̃K∑

n=B̃j−1+1

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′)

>

K∑
j=1

K∑
j′=1

εjµj′
B̃K∑

n=B̃j−1+1

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′).

(53)

In particular, we observe in (53) that:
• For j = j′, we have

µjεj′
B̃K∑

n=B̃j−1+1

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′)

= εjµj′
B̃K∑

n=B̃j−1+1

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′).

(54)

• For any two integers x and y where 1 ≤ x < y ≤ K, we
have

µxεy

B̃K∑
n=B̃x−1+1

P (n)

B̃K∑
n′=B̃y−1+1

P ′(n′)

+ µyεx

B̃K∑
n=B̃y−1+1

P (n)

B̃K∑
n′=B̃x−1+1

P ′(n′)

− εxµy
B̃K∑

n=B̃x−1+1

P (n)

B̃K∑
n′=B̃y−1+1

P ′(n′)

− εyµx
B̃K∑

n=B̃y−1+1

P (n)

B̃K∑
n′=B̃x−1+1

P ′(n′)

= (µxεy − εxµy)

[
B̃K∑

n=B̃x−1+1

P (n)

B̃K∑
n′=B̃y−1+1

P ′(n′)

−
B̃K∑

n=B̃y−1+1

P (n)

B̃K∑
n′=B̃x−1+1

P ′(n′)

]
.

(55)

Then, it follows from Lemma 2 that the right-hand side
of (55) {

> 0, 1 ≤ x ≤ K̂ − 1

= 0, x ≥ K̂.

where the inequality holds if µx/εx > µy/εy .
Now, for the inequality in (52) to hold, it is sufficient to have

K̂∑
j=1

K∑
j′=1

µjεj′

B̃j−1∑
n=j

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′)

≥
K̂∑
j=1

K∑
j′=1

εjµj′

B̃j−1∑
n=j

P (n)

B̃K∑
n′=B̃j′−1+1

P ′(n′).

(56)

We observe in (56) that:
• For j = j′, we have µjεj′ = εjµj′ .
• For j = 1, 2, . . . , K̂ and j′ = j + 1, j + 2, . . . ,K, we

have µjεj′ − εjµj′ ≥ 0.
• For j = 2, 3, . . . , K̂ and j′ = 1, 2, . . . , j − 1, we have
µjεj′ − εjµj′ ≤ 0.

Therefore, for the inequality in (56) to hold, it is sufficient to
have (42), which enforces

µjεj′−εjµj′ = 0, j = 2, 3, . . . , K̂, j′ = 1, 2, . . . , j−1. (57)

This completes the proof.
From Proposition 3, we can obtain the following corollary.

Corollary 1. If µj/εj = c for j = 1, 2, . . . ,K, we have

LE∗

EE∗
=
LMEESF

EMEESF
. (58)

Corollary 1 suggests that, if all servers in the system are
equally energy efficient, the energy efficiency of the system
under the E* policy is equivalent to that under the MEESF
policy. Nevertheless, even in such case of a homogeneous
server farm, E* is guaranteed to yield a higher job throughput
than that of MEESF. On the other hand, Proposition 3 suggests
that, if at least two servers in a heterogeneous server farm are
equally most energy efficient, E* is guaranteed to outperform
MEESF in terms of the energy efficiency of the system. We
argue that the latter is a realistic scenario since in practice a
server farm is likely to comprise multiple servers of the same
type purchased at a time.

VII. NUMERICAL RESULTS

In this section, we provide extensive numerical results to
demonstrate the effectiveness of the E* policy and the RM
policy proposed in this paper. For convenience of describing
the experiment setting, we denote by ρ = λ/

∑K
j=1 µj the

offered traffic per server in the system.

A. Verification of the exact analysis

In this experiment, we consider a system with four servers.
We set ρ = 0.8, and for each server j we set its buffer
size Bj = 3. We generate a sequence of K random deviates
according to a Pareto distribution with unit mean and arrange
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Fig. 3. Verification of the exact analysis of the stationary distribution.

them in a non-increasing order of values. The energy efficiency
µj/εj of server j is set as the j-th value in the ordered
sequence. The energy consumption rate of server j is chosen
to be εj = 10 + j2, from which we obtain the service rate µj
of server j using the corresponding energy efficiency value.

Fig. 3 provides both simulation results and exact analytical
results for the stationary distribution of the number of jobs in
the system under the MEESF policy. The simulation results
are obtained from the multi-queue system with exponential
job size distribution, and presented in the form of an observed
mean from ten independent runs of the experiment. The
confidence intervals at the 95% level based on the Student’s
t-distribution are found to be within ±0.4% of the observed
mean. The analytical results are obtained from the logically-
combined queue by solving the steady-state equations of the
Markov chain presented in Fig. 2. We observe in Fig. 3 that
the analytical results are all within the simulation confidence
intervals, demonstrating a clear agreement between the simu-
lation and the exact analysis.

B. Effectiveness of E*

Here, we demonstrate the effectiveness of the E* policy by
comparing it with the baseline MEESF policy as well as the
optimal policy [15] under various system parameters. First,
we consider the special case where the energy consumption
rate of each server j is related to its service rate by εj = µ3

j .
Recall that, with this setting, MEESF is equivalent to the SSF
policy proposed in [15].

For the set of experiments in Fig. 4 and Fig. 5, we have a
system with 100 servers; the service rate of each server j is
µj = 0.1j. Fig. 4 is obtained with the buffer size Bj = 10
for each server j and the job arrival rate λ varied from µ1

to µ1 + · · · + µ100. In Fig. 5, we set ρ = 0.8 and all servers
have the same buffer size which is varied from 3 to 49 at
a step of 2. We observe in Fig. 4(a) and Fig. 5(a) that both
MEESF and E* are close to the optimal policy in terms of the

0 100 200 300 400 500
0

0.4

0.8

1.2

Arrival rate

R
e

la
ti
v
e

 d
if
fe

re
n

c
e

 (
%

) (a)

 

 

0 100 200 300 400 500
0

0.4

0.8

1.2

Arrival rate

R
e

la
ti
v
e

 d
if
fe

re
n

c
e

 (
%

) (b)

E*

MEESF

Fig. 4. Performance comparison in terms of the energy efficiency of the
system in the special case with respect to the job arrival rate. (a) Relative
difference of LE∗/EE∗ and LMEESF/EMEESF to that of the optimal policy.
(b) Relative difference of LE∗/EE∗ to LMEESF/EMEESF.

0 10 20 30 40 50
0

0.2

0.4

0.6

Buffer size

R
e

la
ti
v
e

 d
if
fe

re
n

c
e

 (
%

) (a)

 

 

0 10 20 30 40 50
0

0.2

0.4

0.6

Buffer size

R
e

la
ti
v
e

 d
if
fe

re
n

c
e

 (
%

) (b)

E*

MEESF

Fig. 5. Performance comparison in terms of the energy efficiency of
the system in the special case with respect to the buffer size. (a) Relative
difference of LE∗/EE∗ and LMEESF/EMEESF to that of the optimal policy.
(b) Relative difference of LE∗/EE∗ to LMEESF/EMEESF.

energy efficiency of the system, with relative difference less
than 1.2% and 0.3%, respectively. We also observe in Fig. 4(b)
and Fig. 5(b) that E* outperforms MEESF in all experiments,
although the improvement is only up to 1% in this special
case. These observations are consistent with the argument of
[15] and our analysis in this paper.

For the set of experiments in Fig. 6, we have a system
with 50 servers. For each server j, its buffer size Bj is
randomly chosen from the set {10, 11, . . . , 15}, and its service
rate µj is randomly generated from the range [0.1, 10] and
arranged in a non-decreasing order. For each such random
configuration of server speed, we set the job arrival rate such
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Fig. 6. Cumulative distribution of the relative difference of LE∗/EE∗ to LMEESF/EMEESF in the special case. (a) ρ = 0.4. (b) ρ = 0.6. (c) ρ = 0.8.
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Fig. 7. Cumulative distribution of the relative difference of LE∗/EE∗ to LMEESF/EMEESF in the general case. (a) ρ = 0.4. (b) ρ = 0.6. (c) ρ = 0.8.

that ρ = 0.4, 0.6, 0.8. We compare E* and MEESF in terms of
the energy efficiency of the system. Results are obtained from
1000 experiments and are plotted in Fig. 6 in the form of
cumulative distribution of the relative difference. From these
results, we have similar observations of the two policies to
those found in Fig. 4 and Fig. 5 for this special case.

Next, we consider the more general case where the energy
consumption rate of each server and its service rate do not
necessarily follow the assumption of (2). We shall see that,
although the improvement of E* over MEESF in terms of
the energy efficiency of the system is very limited in the
special case, it can be significantly improved in the general
case with independently and randomly generated service rates
and energy consumption rates.

In this set of experiments, we have a system with 50 servers
that are categorized into ten server groups. Each server group i,
i = 1, 2, . . . , 10, consists of five servers that have the same
service rate, energy consumption rate and buffer size, denoted
by µ̄i, ε̄i and B̄i, respectively. We randomly generate a set
of ratios ri, i = 2, 3, . . . , 10, from the range [0.1, 1]. With
µ̄1/ε̄1 = 100, the energy efficiency of each server in server
group i is set to be µ̄i/ε̄i = rαi µ̄i−1/ε̄i−1, i = 2, 3, . . . , 10,
where we consider three cases for the α value, i.e., α = 1 for

case 1, α = 1.2 for case 2, and α = 1.4 for case 3. Note that
different values of α in this context represent different levels
of server heterogeneity. The set of service rates µ̄i is randomly
generated from the range [0.1, 10] and is arranged in a non-
increasing order. The set of buffer sizes B̄i is also randomly
chosen from {10, 11, . . . , 15}. Such a setting can be justified
in a way that a more recently purchased server is likely to
have a higher service rate and a higher energy efficiency. In
practice, a server farm is likely to comprise multiple servers
of the same type purchased at a time.

Results in Fig. 7 are again obtained from 1000 experiments
and are plotted in the form of cumulative distribution of the
relative difference of E* to MEESF in terms of the energy
efficiency of the system. We observe in Fig. 7 that, in such a
general case, E* significantly outperforms MEESF by up to
100%, which is a substantial improvement of the performance
compared to merely 2% in Fig. 6 for the special case. It can
also be observed from Fig. 7(c) that E* outperforms MEESF
by more than 10% in nearly 27% of the experiments for case 3.
In addition, we observe in Fig. 7 that, as the level of server
heterogeneity becomes higher, the performance improvement
of E* over MEESF becomes larger.
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Fig. 8. Cumulative distribution of the relative difference of LE∗/EE∗ to LRM/ERM in the general case. (a) ρ = 0.4. (b) ρ = 0.6. (c) ρ = 0.8.
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Fig. 9. Histogram of the difference between K̂∗ and K̂RM. (a) ρ = 0.4. (b) ρ = 0.6. (c) ρ = 0.8.

C. Effectiveness of RM

Here, we demonstrate the effectiveness of the RM policy
by comparing it with the E* policy using the same experiment
settings for the general case in Fig. 7. Results are plotted in
Fig. 8 in the form of cumulative distribution of the relative
difference of E* to RM in terms of the energy efficiency of the
system. We observe that, in all cases, the relative difference
is less than 5% in nearly 80% of the experiments. We also
observe that the relative difference is not very sensitive to the
value of ρ and the level of server heterogeneity.

In Fig. 9, we present the histogram of the difference between
K̂∗ and K̂RM, i,e., K̂∗−K̂RM, obtained from the correspond-
ing experiments for each value of ρ and each level of server
heterogeneity. We observe in Fig. 9 that the difference between
K̂∗ and K̂RM varies within a small range of {−3,−2, . . . , 1}.
In addition, in Fig. 9, as the value of ρ grows from 0.6 to 0.8,
the variance of the distribution of K̂∗− K̂RM decreases. This
demonstrates that the optimal value K̂∗ is likely to be within
a small range of K̂ values defined by the empirical value
K̂RM. Therefore, the performance of the RM policy can be
further improved by attempting each value of K̂ within such
a significantly reduced range.

VIII. CONCLUSION

We have proposed a new approach that gives rise to an
insensitive job-assignment policy for the popular server farm
model comprising a parallel system of finite-buffer PS queues
with heterogeneous server speeds and energy consumption
rates. Unlike the straightforward MEESF approach that greed-
ily chooses the most energy-efficient servers for job assign-
ment, one important feature of the more robust E* policy
is to aggregate an optimal number of most energy-efficient
servers as a virtual server. E* is designed to give preference
to this virtual server and utilize its service capacity in such
a way that both the job throughput and the energy efficiency
of the system can be improved. We have provided a rigorous
analysis of the E* policy where it is shown that E* has always
a higher job throughput than that of MEESF and there exist
realistic and sufficient conditions under which E* is guaranteed
to outperform MEESF in terms of the energy efficiency of the
system. We have further proposed a rule of thumb to form the
virtual server by simply matching its aggregate service rate to
the job arrival rate. Extensive experiments based on random
settings have confirmed the effectiveness of the resulting RM
policy. Noting that the fundamentally important model of
parallel PS queues has broader applications in communication
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systems, our proposed solution for insensitive energy-efficient
job assignment has potentially wider applicability to green
communications and networking.
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