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Abstract—Although millimeter wave (mmWave) communica-
tions can well support high-data-rate transmissions, the inherent
shortcomings, e.g., high path loss and sensitivity to blockage,
may cause severe outage problems if the network is not con-
figured properly. This paper aims to minimize the long-term
outage probability of an mmWave communication network by
optimizing the base station (BS) deployment and user associ-
ation. For the BS deployment problem, existing works usually
assumed that the positions of users are fixed and formulated
it as a deterministic optimization problem. With the time-
varying nature of positions of user equipments (UEs) taken
into account, we establish a stochastic optimization framework
for BS deployment optimization. The objective is to maximize
the average number of physically accessible BSs of each UE
under an inaccessible probability constraint, and a cooperative
stochastic approximation (CSA)-based algorithm is developed
to effectively search the optimal positions of BSs. For user
association, our focus is to properly associate UEs with BSs to
minimize the outage probability with balanced workloads among
BSs. Combined with the proposed user association scheme, the
proposed BS deployment scheme can significantly improve the
network outage probability in the long term, especially when the
aggregation degree of UEs is large.

Index Terms—Millimeter wave (mmWave) networks, base-
station (BS) deployment, user association, outage probability,
stochastic optimization.

I. INTRODUCTION

To meet the booming data traffic demand, the millimeter
wave (mmWave) communication networks, which adopt the
mmWave bands from 30 to 300 GHz, have become an indis-
pensable part of the Fifth Generation (5G) communication sys-
tems [1]–[3]. Despite abundant spectrum resources, however,
mmWave transmissions suffer from severe signal attenuation
and are susceptible to blockage. As a result, the coverage areas
of mmWave base stations (BSs) usually have irregular shapes
and are closely determined by the layout of obstacles, which
necessitates delicate BS deployment schemes for mmWave
networks [4], [5]. Moreover, to combat the high path loss,
mmWave BSs are usually densely deployed, with which the
connectivity between users and mmWave BSs would change
quickly as users move around. How to properly associate users
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with BSs is, therefore, another critical problem for mmWave
networks [6], [7].

BS deployment and user association are two important
issues in wireless communication systems and have been
extensively studied in the past decades [8]–[15]. In traditional
cellular systems, BSs are usually deployed to achieve seamless
coverage of the network. Whether a user can be covered by
one BS is determined by the distance between them [8]–[11].
However, such distance-based BS deployment schemes are
not suitable for mmWave networks, where the blockage effect
becomes more pronounced. If mmWave BSs are deployed by
only considering the distances to users, it can be expected
that the transmissions between some BSs and users could be
easily blocked by the surrounding obstacles. Therefore, there
is an essential need to re-design BS deployment schemes for
mmWave networks. Furthermore, in order to compensate for
the high path loss, mmWave BSs usually employ a massive
number of antennas to form narrow beams, which results
in significant reduction of co-channel interference. Conse-
quently, user association metrics for interference-limited wire-
less networks [12]–[15] are not well suited to noise-limited
mmWave networks. New user association approaches should
be customized for mmWave networks without considering
interference coordination.

A. Literature Review

There have been many studies on the design of BS de-
ployment and user association for mmWave networks. In the
following, let us review each issue separately.

1) BS Deployment: The main challenge of mmWave BS
deployment originates from the severe blockage effect, which
requires the consideration of the layout of obstacles when
deploying BSs. Some of the existing works assumed that
both obstacles and mmWave BSs are randomly distributed,
and characterized the impact of BS density on the received
signal quality [16] or connectivity probability [17] of a typical
user. Based on the system model in [17], the optimal density
of BSs for minimizing BS deployment cost under a certain
connectivity probability constraint was derived in [18].

To further determine the optimal positions of BSs, a static
blockage model was adopted in [19]–[22], where the positions,
shapes and orientations of obstacles are fixed. To maximize the
line-of-sight (LoS) coverage of the mmWave network, various
assumptions on the feasible positions of BSs were made in
[19], [20]. In [19], the region under consideration was divided
into quadrilateral or triangle areas, and the mmWave BSs were
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deployed at the intersection points of areas. Different from
[19] where mmWave BSs were placed in the open space, in
[20], the BSs were assumed to be deployed on the facade
of buildings. The shapes of buildings were approximated
by simple polygons, and the optimal positions of BSs were
determined by applying the computational geometry theory.

As [19], [20] only focused on maximizing the coverage area,
the proposed symmetric BS deployments may lead to unbal-
anced workloads among BSs if users’ positions are asymmet-
ric. The user-position-dependent BS deployment schemes were
further studied in [21] and [22], where users are represented
by reference points (RPs) with given positions. By generating
the candidate sites (CSs) of BSs based on the BS deployment
scheme proposed in [20], the optimal subsets of CSs were
searched for covering the maximum number of RPs [21], or
satisfying the received signal strength requirement at each RP
with the minimum number of BSs [22].

Note that in [21] and [22], the BS deployment problem is
formulated as a deterministic optimization problem, where the
objective function is calculated based on a given set of fixed
users’ positions. In practice, however, as the positions of users
vary with time, the optimal BS deployment based on such a
deterministic optimization framework would quickly become
obsolete when the users’ positions change. A stochastic opti-
mization approach could be more appropriate. In our recent
work [23], with the time-varying nature of users’ positions
taken into account, a stochastic optimization algorithm was
proposed for Wi-Fi networks to optimize the positions and
coverage radius of access points, and shown to significantly
improve the average network throughput. In this paper, we
will further establish a stochastic optimization framework to
optimize the BS deployment for mmWave networks. Different
from [23], where the objective is to optimize the throughput
performance of Wi-Fi networks, here we focus on optimizing
the physical accessibility between user equipments (UEs) and
BSs, which is important for mmWave networks where the
blockage effect is significant.

2) User Association: In current standards for mmWave Wi-
Fi networks, such as IEEE 802.11ad and IEEE 802.15.3c, the
received-signal-strength-indicator (RSSI) criterion is adopted
for user association [24], that is, each user associates with
the access point that provides the strongest signal strength.
Despite the simplicity, the RSSI-based user association scheme
may lead to unbalanced workloads of BSs when users are
not uniformly distributed. In recent years, the load-balancing
user association schemes for mmWave networks have gained
much attention and have been studied in [25]–[28], where the
workload of each BS, e.g., the number of users that can be
served by one BS, is strictly bounded. In [25], for instance, a
distributed algorithm was proposed to minimize the maximum
workload among the access points. In [26], user association
and spectrum resource allocation are jointly optimized for
maximizing the downlink sum-rate and minimizing the re-
allocation cost of handovers simultaneously. In [27], a load
balancing user association scheme was proposed to maximize
the network utility function, which can be the downlink sum-
rate or the minimum downlink rate among the users. In [28],
a heuristic algorithm was proposed to jointly maximize the

number of users that can associate with one BS and minimize
the total number of time-frequency resource blocks consumed
by the BSs.

In the above studies, the focus is usually placed on bal-
ancing the workloads of BSs. The outage probability, i.e., the
proportion of the users that cannot be served by any BSs,
is an important performance metric for mmWave networks
[16]–[18], which nevertheless, has seldom been considered
when optimizing the user association scheme. In this paper,
by considering the maximum workload constraint, we propose
a low-complexity user association scheme to minimize the
outage probability of an mmWave communication network.

B. Our Contributions

In this paper, we focus on the optimization of outage
performance of an mmWave communication network with
the Manhattan-type geometry by properly designing the BS
deployment scheme and user association scheme. For the BS
deployment problem, we aim at maximizing the long-term
average number of physically accessible BSs of each UE
under a constraint of inaccessible probability, i.e., the long-
term proportion of UEs which have no physically accessible
BS. The problem is formulated as a stochastic optimization
problem by taking into account the time-varying nature of
UEs’ positions. As both the objective and constraint functions
are in the form of expectation, which can not be handled
by traditional stochastic approximation (SA) algorithms [29]–
[31], we propose a novel algorithm based on the recently
proposed cooperative SA (CSA) [32] to effectively search the
optimal deployment of BSs.

With the optimized positions of BSs, we then focus on the
user association problem in a given time slot, with the objec-
tive of minimizing the outage probability under a constraint
of the maximum workload for each BS. Based on the virtual
BS splitting technique proposed in [15], the user association
problem can be reformulated as a bipartite maximum weight
matching problem, which can be optimally solved using the
Hungarian algorithm [33]. As the complexity of the Hungarian
algorithm is high when the number of BSs or number of UEs is
large, we further propose a low-complexity outage mitigation
user association scheme. Simulation results corroborate that
the proposed scheme can achieve similar outage performance
to the Hungarian-algorithm-based optimal user association
scheme, but with much less running time. The outage perfor-
mance of the proposed user association scheme combined with
the proposed BS deployment scheme is also examined under
various aggregation degrees of UEs, and significant gains are
demonstrated over the previous representative BS deployment
scheme in [21].

The rest of this paper is organized as below. Section II
presents the system model and formulates the BS deployment
problem and user association problem. In Section III, a CSA-
based optimal BS deployment scheme is proposed to solve
the BS deployment problem. The user association issue is
addressed in Section IV, where a low-complexity outage
mitigation user association scheme is proposed. Simulation
results are presented in Section V to illustrate the performance
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of the proposed BS deployment scheme and user association
scheme. Finally, Section VI concludes this paper.

Notation: Throughout this paper, E[·] denotes the expecta-
tion operator. ‖x‖ denotes the Euclidean norm of vector x.
|K| denotes the cardinality of set K.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider an mmWave network with multiple BSs serving
for a group of UEs, denoted by M and N , respectively, in a
2-dimensional Manhattan-type geometry [21]. One example is
shown in Fig. 1, where multiple square blocks (i.e., buildings)
with edge length Ebui are separated by streets with width
Wstr.1 The numbers of BSs, UEs and blocks are given by M ,
N and B, respectively. We consider the Cartesian coordinate
and denote the positions of UE n, BS m and the center
of block b as rUE

n = [xUE
n , yUE

n ], n = 1, · · · , N , rBS
m =

[xBS
m , yBS

m ],m = 1, · · · ,M, and rblock
b = [xblock

b , yblock
b ], b =

1, · · · , B, respectively. We also assume that each BS can only
serve at most C UEs, which is referred to as the maximum
workload. And each UE can only be served by one BS.

In this paper, we are interested at the outage probability of
the mmWave network, which is defined as the proportion of
UEs that cannot associate with any BSs. Generally, whether a
UE can associate with one BS is determined by both the user
association scheme and the physical accessibility between the
UE and the BS, i.e., the UE is within the coverage area of the
BS and there exists an LoS path between them. The physical
accessibility between a BS and a UE is closely related to their
positions. Therefore, in order to improve the network outage
performance, both the BS deployment and user association
should be optimized. In the following, we will formulate the
BS deployment problem and user association problem.

A. BS Deployment Problem

For the BS deployment problem, we are concerned with
how to properly place the BSs to optimize the physical
accessibility. The physical accessibility between a BS and a
UE is determined by two factors: coverage and blockage. Let
us define two Boolean indicators Iout

m,n and Iblock
m,n as

Iout
m,n =

 1 if UE n is outside the coverage
range of BS m

0 otherwise,
(1)

1It should be noted that this geometry can be easily extended to the scenario
with irregular-shape buildings by approximating their shapes with a series of
squares of different sizes. A tradeoff between computational complexity and
approximate accuracy can be obtained by adjusting the number of blocks.
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Fig. 1: 2-dimensional Manhattan-type geometry.

Iblock
m,n =

 1 if there is no LoS path between
BS m and UE n

0 otherwise.
(2)

We can see that UE n can physically access BS m if and only
if I

(
Iout
m,n + Iblock

m,n

)
= 0, where

I(x) =

{
1 if x > 0
0 otherwise

(3)

denotes the indicator function. With I(x), the expression of
Iout
m,n can be written as

Iout
m,n = I(dm,n −R), (4)

where R is the coverage radius of each BS and dm,n denotes
the distance between BS m and UE n. For Iblock

m,n , it is shown
in Appendix A that it can be derived as (5) at the top of this
page, where xm,n,b, ym,n,b and θm,n are given by

xm,n,b=
(
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m

2

)
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2
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m
, (6)
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, (7)

and
θm,n = − arctan

yUE
n −y

BS
m

xUE
n −xBS

m
+ π

2 I
(

arctan
yUE
n −y

BS
m

xUE
n −xBS

m

)
, (8)

respectively.
To provide more freedom for user association, it is desirable

to maximize the number of accessible BSs for each UE.
Meanwhile, to ensure fairness among UEs, the proportion of
UEs that cannot associate with any BSs should be bounded.
Define

M̄ac =
1

N

N∑
n=1

M∑
m=1

(
1− I

(
Iout
m,n + Iblock

m,n

))
(9)
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as the average number of accessible BSs of each UE, and

Piac =
1

N

N∑
n=1

M∏
m=1

I
(
Iout
m,n + Iblock

m,n

)
(10)

as the inaccessible probability. As both Iout
m,n and Iblock

m,n

are functions of the positions of BSs {rBS
m } and positions

of UEs {rUE
n } according to (4)–(5), the average number of

accessible BSs M̄ac and inaccessible probability Piac are
also crucially dependent on the positions of UEs and BSs.
In practice, the positions of UEs are time-varying due to
the mobility. We are therefore interested in the long-term
average performance, i.e., E{rUE

n }[M̄ac] and E{rUE
n }[Piac]. Our

objective is to optimize the positions of BSs for maximizing
the long-term average number of accessible BSs E{rUE

n }[M̄ac],
under the constraint that the long-term average inaccessible
probability E{rUE

n }[Piac] is bounded by P ∗iac.
Finally, we can formulate the BS deployment problem as

(P1) : max
{rBS
m }

E{rUE
n }[M̄ac] (11)

s.t. E{rUE
n }[Piac] ≤ P ∗iac, (12)

rBS
m ∈ A,m = 1, · · · ,M, (13)

where A denotes the area in which M BSs and N UEs are
located.

Problem P1 is a stochastic optimization problem with both
objective function and constraint function in the form of
expectation. One possible method to solve it is the penalty-
based or primal-dual approach [34], which can turn Problem
P1 into a stochastic optimization problem without expectation
constraint. However, the performance of this method relies
heavily on the value of penalty parameter or dual multi-
plier, which is difficult to derive in stochastic optimization
problems. Another alternative method is the sample-average
approximation (SAA) technique [35], which uses sample-
averages to replace the expectations and turns the problem into
a deterministic one. However, the computational complexity
of the SAA method is high when the number of samples is
large. Recently, a low-complexity algorithm called CSA was
proposed in [32] to solve expectation-constrained stochastic
optimization problems. In Section III, a CSA-based algorithm
will be proposed to solve Problem P1.

B. User Association Problem

Given the optimized positions of BSs, here we are con-
cerned with how to properly associate UEs with BSs to
optimize the outage performance. Define a user association
indicator as

Iassociate
m,n =

{
1 if UE n associates with BS m
0 otherwise.

(14)

Note that UE n can associate with BS m only if BS m is
physically accessible for UE n. We then have Iassociate

m,n ≤
1− I

(
Iout
m,n + Iblock

m,n

)
. Moreover, each BS can serve at most

C UEs, which can be written as
∑N
n=1 Iassociate

m,n ≤ C,m =
1, · · · ,M . For each UE, it can only associate with one BS,
which indicates

∑M
m=1 Iassociate

m,n ≤ 1, n = 1, · · · , N . We aim
at minimizing the outage probability, i.e., the proportion of

UEs that cannot associate with any BSs, which can be written
as

Po = 1− 1

N

N∑
n=1

M∑
m=1

Iassociate
m,n . (15)

Finally, we can formulate the user association problem as
(P2) : min

{Iassociatem,n }
Po (16)

s.t. Iassociate
m,n ≤ 1− I

(
Iout
m,n + Iblock

m,n

)
, (17)

N∑
n=1

Iassociate
m,n ≤ C,m = 1, · · · ,M, (18)

M∑
m=1

Iassociate
m,n ≤ 1, n = 1, · · · , N, (19)

Iassociate
m,n ∈ {0, 1}. (20)

Problem P2 is a deterministic integer linear programming
problem, which can be optimally solved by the Branch-and-
Bound (B&B) method [36]. However, the B&B method has
been shown with exponential time complexity in the worst
case [36]. Based on the virtual BS splitting technique recently
proposed in [15], it will be demonstrated in Section IV
that P2 can be reformulated as a bipartite maximum weight
matching problem, which can be optimally solved using the
Hungarian algorithm in polynomial time [33]. In view of the
high complexity of Hungarian algorithm when the number
of BSs or UEs is large, a low-complexity user association
algorithm will further be proposed to solve Problem P2.

III. BS DEPLOYMENT OPTIMIZATION

In this section, we will propose a CSA-based algorithm to
solve Problem P1. Let us start from introducing the main steps
of the CSA algorithm.

A. CSA Algorithm

Consider a stochastic optimization problem in the following
form:

(P3) : min
x

f(x) = Ey[F (x,y)]

s.t. g(x) = Ey[G(x,y)] ≤ 0,

x ∈ X ,
where F,G : X × Y → R are continuous and differentiable
functions of x, and y is a random variable supported on a
set Y . The CSA algorithm solves Problem P3 by applying the
following update [32]:

x(t+ 1) = ΠX
(
x(t)− ω̃(t)η(t)

)
, (21)

where

ω̃(t) =

{
ω̃F (t) if Ĝ(t) ≤ 0
ω̃G(t) otherwise

(22)

with ω̃F (t) and ω̃G(t) denoting the gradients of F (x(t),y(t))
and G(x(t),y(t)), respectively, which are calculated based on
a sample y(t) of the random variable y. ΠX (x) denotes a
Euclidean projection of a vector x on a set X , i.e.,

ΠX (x) = arg min
x′
{‖x− x′‖

∣∣x′ ∈ X}. (23)

η(t) > 0 denotes the step size. Ĝ(t) is an unbiased
estimation of Ey[G(x,y)]. One way to obtain Ĝ(t) is
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to generate J independent and identically distributed sam-
ples of y, {y1, · · · ,yJ}, and evaluate Ĝ(t) by Ĝ(t) =
1
J

∑J
j=1G(x(t),yj). After T iterations, the output of CSA

is

x̄T,s =

(∑
t∈C

η(t)

)−1(∑
t∈C

η(t)x(t)

)
, (24)

where C = {s ≤ t ≤ T |Ĝ(t) ≤ 0} for some 1 ≤ s ≤ T .
We can see from (22) and (23) that the decision variable x

is updated along either the gradient of the objective function
or the gradient of the constraint function, depending on
whether the estimated constraint is satisfied. By doing so, CSA
can minimize the objective function, as well as control the
violation of the expectation constraint.

It was shown in [32] that for convex objective function
f(x) and convex constraint function g(x) with bounded ex-
pectations Ey[exp(‖ω̃F (x,y)‖2)], Ey[exp(‖ω̃G(x,y)‖2)] and
Ey[exp(‖G(x,y) − g(x)‖2)] and a constant step size η(t),
the CSA algorithm exhibits the optimal O(1/ξ2) rate of
convergence in terms of both optimality gap and constraint
violation ξ. Specifically, if the optimal solution x∗ of P3
exists, then for any Λ ∈ (0, 1), we have Prob{f(x̄T,s) −
f(x∗) ≤ ε} ≥ (1 − Λ)2 and Prob{g(x̄T,s) ≤ ϑ} ≥
1 − Λ with the total number of iterations T and the num-
ber of samples J bounded by O(max{ 1

ε2 (log 1
Λ )2, 1

ϑ2 }) and
O(max{ 1

ε2 (log 1
Λ )2, 1

ϑ2 log 1
Λ3 }), respectively.

B. CSA-based BS Deployment Algorithm

Based on CSA, we can solve Problem P1 by letting x =
rBS, y = rUE and X = AM , where rBS = [rBS

1 , · · · , rBS
M ]

and rUE = [rUE
1 , · · · , rUE

N ]. Then (21) becomes
rBS(t+ 1) = ΠAM

(
rBS(t)− ω̃BS(t)η(t)

)
, (25)

where

ω̃BS(t) =

{
−ω̃M̄ac

(t) if P̂iac(t)− P ∗iac ≤ 0
ω̃Piac

(t) otherwise,
(26)

with ω̃M̄ac
(t) and ω̃Piac

(t) denoting the gradients of M̄ac(t)

and Piac(t) in terms of rBS(t), respectively. P̂iac(t) is an
unbiased estimation of ErUE [Piac(t)] generated with 100 re-
alizations of UEs’ positions. Note that there is a negative
sign before ω̃M̄ac

(t) because Problem P1 is a maximization
problem.

From (9) and (10), we can see that the expressions of M̄ac(t)
and Piac(t) involve the indicator function I(x) given in (3),
whose derivative is undefined at x = 0. To make M̄ac(t)
and Piac(t) differentiable, we approximate I(x) by a sigmoid
function [37]:

I(x) ≈ S(x) =
1

1 + exp(−βx)
. (27)

The parameter β controls the accuracy and steepness of S(x).
S(x) is more accurate in approximating I(x) with a larger
β and lim

β→∞
S(x)=I(x). However, a large β also leads to flat

gradient and early stop of the algorithm on a sub-optimal point.
From (4) and (5), we can see that both the expressions

of Iout
m,n and Iblock

m,n include the indicator function. Therefore,
the term I

(
Iout
m,n + Iblock

m,n

)
in (9) and (10) has a multi-layer

structure of indicator functions. When calculating the gradient

ω̃BS(t) by approximating the indicator function by the sigmoid
function, such a multi-layer structure will cause the vanishing
gradient problem.2 Moreover, the approximation error also
increases with the number of indicator functions involved.
In order to reduce approximation error and avoid vanishing
gradient, we remove the outer-layer indicator function of
I
(
Iout
m,n + Iblock

m,n

)
and rewrite M̄ac and Piac as

M̄ac = M − 1

N

N∑
n=1

(
M∑
m=1

Iout
m,n +

∑
m∈Mn

Iblock
m,n

)
(28)

and

Piac =
1

N

N∑
n=1

(
M∏
m=1

Iout
m,n +

∏
m∈Mn

Iblock
m,n

)
, (29)

respectively, where Mn = {m ∈ M : dm,n ≤ R} denotes
the set of BSs that include UE n in their coverage areas. The
detailed derivations of (28) and (29) are provided in Appendix
B.

With (28) and (29), we can obtain the gradient ω̃BS(t) as
ω̃BS(t) = ω̃out

BS (t) + ω̃block
BS (t), (30)

where

ω̃out
BS (t)=


1
N

∑N
n=1

∑M
m=1

∂Ioutm,n(t)

∂rBS(t) if P̂iac(t)−P ∗iac≤0
1
N

∑N
n=1

∑M
m=1∏M

i=1,i6=m Iout
i,n (t)

∂Ioutm,n(t)

∂rBS(t) otherwise

(31)
and

ω̃block
BS (t)=


1
N

∑N
n=1

∑
m∈Mn

∂Iblockm,n (t)

∂rBS(t) if P̂iac(t)−P ∗iac≤0
1
N

∑N
n=1

∑
m∈Mn∏

i∈Mn,i6=m I
block
i,n (t)

∂Iblockm,n (t)

∂rBS(t) otherwise.

(32)
∂Ioutm,n(t)

∂rBS(t) and
∂Iblockm,n (t)

∂rBS(t) can be calculated by combining (54)–
(57) and (58)–(65), respectively, with detailed derivations
given in Appendix C.

From (4) and (5), we can see that the inputs of the
indicator function in Iout

m,n and Iblock
m,n have different orders

of magnitude. In Iout
m,n, the input of the indicator function

I(x) is dm,n − R. While in Iblock
m,n , some of the inputs of

I(x) include the term d2
m,n, which is of a higher order of

magnitude. Therefore, when replacing the indicator function
I(x) with the sigmoid function S(x) in

∂Ioutm,n(t)

∂rBS(t) and
∂Iblockm,n (t)

∂rBS(t) ,

we should use a smaller value of parameter β for
∂Iblockm,n (t)

∂rBS(t)
to reduce the steepness of the sigmoid function and avoid the
input of the sigmoid function falling in the saturated region,
which leads to zero gradient and early stop of the algorithm.
Specifically, in the simulation part, when calculating ω̃BS(t),
the parameter β of the sigmoid function (27) is set as 1 for
ω̃out

BS (t) and 0.001 for ω̃block
BS (t).

2More specifically, as the sigmoid function has a large saturated region
where the first derivative is negligibly small, if the approximations of M̄ac(t)
and Piac(t) include multi-layer sigmoid functions, the multiplicative effect
of the chain rule will lead to a vanishingly small magnitude of the gradient
ω̃BS(t), preventing the positions of BSs from changing their values. Such a
problem commonly arises in the context of machine learning when training a
deep neural network with sigmoid activation function, and has been referred
to as vanishing gradient problem in [38], [39].
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Algorithm 1 CSA-based Optimal BS Deployment Scheme

Input: Initial positions of BSs rBS(0).
1: for t = 0, · · · , T − 1 do
2: Compute the stochastic gradient ω̃BS(t) based on (30)

and the step sizes ηout(t) and ηblock(t) based on (34) and
(35) with a sample of UEs’ positions rUE(t).

3: Update the positions of BSs rBS(t+1) based on (33).
4: if P̂iac(t+ 1) ≤ P ∗iac then
5: rBS∗ ← rBS(t+ 1).
6: end if
7: end for

Output: The optimized positions of BSs rBS∗.

Furthermore, we update ω̃out
BS (t) and ω̃block

BS (t) with differ-
ent step sizes ηout(t) and ηblock(t) in each iteration:

rBS(t+ 1) =ΠAM
(
rBS(t)−

(
ω̃out

BS (t)ηout(t)

+ ω̃block
BS (t)ηblock(t)

))
. (33)

In particular, we adopt the step size model proposed in [31]
and further normalize it by the norm of the gradient as

ηout(t) =
κ

tb‖ω̃out
BS (t)‖

, (34)

and
ηblock(t) =

κ

tb‖ω̃block
BS (t)‖

, (35)

where κ ∈ (0, 100] and b ∈ (0.5, 1] are two positive constants.
The reasons for using these normalized step size models are
two folds: 1) The normalization can stabilize the algorithm
and is sometimes referred to as “gradient clipping” in the
context of machine learning [30]. 2) We normalize ω̃out

BS (t)
and ω̃block

BS (t) separately to ensure that ω̃out
BS (t)ηout(t) and

ω̃block
BS (t)ηblock(t) have identical scale, and hence balance the

effects of the movements of BSs on the coverage and blockage
performance of the network. κ mainly determines the step size
in the first few iterations while b determines the asymptotic
diminishing rate. The algorithm may converge quickly to a
sub-optimal solution with a small κ or an over-sized b. While
large κ or small b may cause instability of the algorithm. In the
simulation parts, the values of κ and b are fine-tuned to achieve
good convergence performance of the proposed algorithm in
different scenarios.

The output of CSA is an ergodic mean of x(t) over the
set C, and the convergence results were established based
on a constant step size and C with the maximum size, i.e.,
C = {1 ≤ t ≤ T |Ĝ(t) ≤ 0} [32]. In our case, we
select the diminishing step sizes (34) and (35) to improve the
convergence performance of the algorithm. As we will show in
Section V, with these step size models, the proposed algorithm
can quickly converge even with |C| = 1. Therefore, we only
output the final solution that satisfies the constraint.

Now we can summarize our CSA-based BS deployment
algorithm for solving Problem P1 in Algorithm 1. It should
be noted that as M̄ac and Piac are not convex functions of
rBS, Algorithm 1 may be trapped into a sub-optimal stationary
point. Whether this undesirable situation occurs or not is
crucially determined by the initial positions of BSs rBS(0).
In Section V, we will explore the effect of rBS(0) on the

convergence performance of Algorithm 1 via simulations.

IV. USER ASSOCIATION OPTIMIZATION

In this section, we first show that by using the virtual BS
splitting technique in [15], Problem P2 can be reformulated as
a maximum weight matching problem, which can be optimally
solved by the Hungarian algorithm, but at the price of high
computational complexity. To further reduce the computational
complexity, we propose a sub-optimal low-complexity user
association algorithm to solve Problem P2.

A. Optimal User Association Scheme

Let us split each BS into C virtual BSs and denote the set
of virtual BSs as MV = {m1, · · · ,mMC}, where mq is the
q-th virtual BS which is split from BS m if q ∈ [C(m− 1) +
1, Cm], q = 1, · · · ,MC. Let N = {n1, · · · , nN} denote the
set of UEs. The mmWave network can be then modelled as a
bipartite graph G(MV ∪ N , E), where E = {(mq, nn) : mq ∈
MV, nn ∈ N} is the edge set. Denote the weight matrix of
the edge set E as W ∈ RMC×N , whose (q, n)-th element is
given by

Wq,n = 1− I
(
Iout
m,n + Iblock

m,n

)
. (36)

(36) indicates that an edge (mq, nn) has weight one if and
only if UE n can physically access BS m. Otherwise, the
edge weight is zero. Define E(q) = {(mq, nn) : nn ∈ N}
as the set of edges between virtual BS q and all UEs, and
E(n) = {(mq, nn) : mq ∈ MV} as the set of edges between
UE n and all virtual BSs. We can then reformulate Problem
P2 as the following maximum weight matching problem:

(P4) : max
E⊂E

∑
(mq,nn)∈E

Wq,n, (37)

s.t. |E ∩ E(q)| ≤ 1,∀q = 1, · · · ,MC, (38)
|E ∩ E(n)| ≤ 1,∀n = 1, · · · , N. (39)

Problem P4 can be optimally solved by using the Hungar-
ian algorithm in polynomial time [33]. With the optimal
weight matching E∗, the optimal user association scheme
{Iassociate∗
m,n } can be obtained as

Iassociate∗
m,n =

{
1 if (mq, nn) ∈ E∗
0 otherwise.

(40)

B. Low-Complexity User Association Scheme

Note that the complexity of the Hungarian algorithm can be
as high as O(max{(MC)3, N3}) [33], which quickly grows
with the number of BSs M and the number of UEs N . To
further reduce the complexity of the Hungarian-algorithm-
based optimal user association scheme, we now propose a sub-
optimal low-complexity user association algorithm to solve
Problem P2 iteratively. In each iteration, one UE is selected to
associate with one BS. The algorithm is based on the rational
that a UE with more physically accessible BSs has a higher
chance to be able to associate with one BS. Therefore, in order
to maximize the number of associated UEs, we choose the UE,
which has the minimum number of physically accessible BSs,
to associate with one BS in each iteration, as it is less likely to
be able to associate with one BS in the subsequent iterations.
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Algorithm 2 Low-Complexity Outage Mitigation User Asso-
ciation Scheme
Input: Blockage indicator {Iblock

m,n }, coverage indicator
{Iout
m,n}, maximum workload of each BS C.

1: Initialize the user association indicators Iassociate
m,n ←

0,∀m,n.
2: M0 ←M.
3: N0 ← {n ∈ N :

∏M
m=1 I(Iout

m,n + Iblock
m,n ) = 0}.

4: while N0 6= ∅ and M0 6= ∅ do
5: n∗ = arg min

n∈N0

∑M
m=1

(
1− I(Iout

m,n + Iblock
m,n )

)
.

6: if M0 ∩ {i : I(Iout
i,n∗ + Iblock

i,n∗ ) = 0} 6= ∅ then
7: m∗ = arg min

m∈M0∩{i:I(Iout
i,n∗+Iblock

i,n∗ )=0}

∑N
n=1 Iassociate

m,n .

8: Iassociate
m∗,n∗ ← 1.

9: end if
10: N0 ← N0\{n∗}.
11: if

∑N
n=1 Iassociate

m∗,n = C then
12: M0 ←M0\{m∗}.
13: end if
14: end while
Output: The user association indicators {Iassociate

m,n }.

Furthermore, we should balance the workload of each BS, i.e.,
the number of UEs that served by one BS, to reduce the chance
that a UE cannot associate with one BS due to the maximum
workload constraint. As a result, for the selected UE, among
its physically accessible BSs, we choose the BS that has the
minimum number of associated UEs to be associated with.

The detailed steps of the proposed algorithm are presented
in Algorithm 2. It starts from initiating a candidate BS setM0

and a remaining UE setN0 by lettingM0 =M andN0 be the
set of UEs which have at least one physically accessible BS, as
shown in Steps 2 and 3 of Algorithm 2. Then each UE in N0

is selected to associate with one BS iteratively. The UE with
the smallest number of physically accessible BSs is selected
in each iteration, as indicated in Step 5 of Algorithm 2. It is
associated to one of its physically accessible BSs, which has
the smallest number of associated UEs, in the candidate set
M0, as shown in Step 7. Step 12 implies that if a BS has been
associated with C UEs, it will be removed from the candidate
set M0. The algorithm terminates when N0 or M0 becomes
empty, in which case all the UEs have been considered or
there are no available BSs for UEs to associate with.

It can be clearly seen from Algorithm 2 that there
is at most min{N,MC} iterations. Furthermore, as find-
ing the minimum variable over a set with cardinality n,
also known as sorting algorithms, requires n log n com-
parisons [40], the complexity of Step 5 and Step 7 are
O(N logN) and O(M logM), respectively. Therefore, the
computational complexity of the proposed user association
algorithm is O

(
min{N,MC}(N logN+M logM)

)
, which

is much lower than the complexity of the Hungarian algorithm.
Furthermore, based on the submodular optimization theory
[41], [42], Problem P2 can be solved by Algorithm 2 with
a constant-factor 1

3 approximation guarantee. The detailed
derivation of this approximation guarantee is presented in Ap-
pendix D. In Section V, we will illustrate the performance of

Algorithm 2 by comparing it with the optimal user association
scheme in terms of outage performance and time efficiency via
simulations.

V. SIMULATION RESULTS

In this section, simulations are conducted to verify the
performance of the proposed CSA-based optimal BS deploy-
ment scheme, i.e., Algorithm 1, and low-complexity outage
mitigation user association scheme, i.e., Algorithm 2, under
different distributions of UEs’ positions and various parameter
settings.

A. Simulation Setting

In particular, we consider a 2-dimensional Manhattan-type
geometry with B = 20 square blocks as shown in Fig. 2,
where the side length of each block Ebui and the street width
Wstr are set as 80 meters and 20 meters, respectively. We also
fix the coverage radius of each BS R as 100 meters. Unless
otherwise stated, the number of BSs M , the number of UEs
N and the maximum workload C are set as 15, 450 and 30,
respectively. We set the maximum inaccessible probability P ∗iac

of Problem P1 as 0.05, i.e., the percentage of the UEs which
do not have any accessible BSs should not exceed 5%.

We generate the UEs’ positions in a similar way to the traffic
generation method in [43], where UEs gather around some
hotspots with a certain degree of aggregation. We start from
randomly generated positions of UEs and hotspots, then update
the position of each UE by moving towards its closest hotspot
with a Gaussian distributed distance with mean µδd0 and
variance ( 0.5−|µδ−0.5|

3 d0)2, where d0 is the distance between
each UE and its closest hotspot. The UEs which fall inside the
blocks are projected to the street area by using the function
ΠAN (·) given in (23). The aggregation factor µδ ∈ [0, 1]
determines the aggregation degree of UEs, that is, each UE
has a higher chance of approaching its closest hotspot with a
larger µδ . When µδ = 0, UEs are uniformly distributed in the
area. With µδ = 1, UEs are located exactly at the hotspots.
Fig. 2 shows two samples of UEs’ positions with µδ = 0 and
µδ = 0.5 with 5 hotspots.

B. Performance of the Proposed CSA-based Optimal BS De-
ployment Algorithm

As pointed out in Section III, the convergence of the
proposed CSA-based optimal BS deployment scheme, i.e.,
Algorithm 1, depends on the initial deployment scheme due
to the non-convexity of the objective function and constraint
function. For illustration, we consider two types of initial
deployment schemes of BSs, which are listed as follows:
• Maximum Coverage (MC) Scheme: The MC scheme is

a BS deployment scheme proposed in [21] to maximize
the LoS coverage of the mmWave network. The positions
of BSs are selected from a set of CSs, which are placed on
corners and middle of block sides for a Manhattan-type
geometry [21]. A set of RPs are also evenly placed in the
street area. The optimal BS positions are then obtained
by solving the problem of maximizing the number of
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Fig. 2: Snapshots of UEs’ positions with different aggregation factors µδ . (a) µδ = 0. (b) µδ = 0.5.
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Fig. 3: Positions and coverage of BSs with (a) the MC initial BS deployment scheme and (b) the KM initial BS deployment scheme. A
snapshot of UEs’ positions with µδ = 0.5 and 5 hotspots is also presented. M = 15 BSs and N = 450 UEs are represented by circles and
triangles, respectively. The dashed line represents the coverage of each BS.

RPs that can be covered by at least one BS. A graphic
illustration of this scheme is shown in Fig. 3a.

• K-means (KM) Scheme: Randomly generate one sample
of UEs’ positions. Apply the K-means method [44] to
group UEs into M = 15 clusters. Set the initial positions
of BSs as the centroids of clusters. A graphic illustration
of this scheme is shown in Fig. 3b.

Fig. 4 shows how the average number of accessible BSs
with the optimized positions of BSs rBS∗ varies with the total
number of iterations T under the above initial deployment
schemes. We can see that in both cases, the proposed algorithm
converges after T ≥ 700. With µδ = 0, i.e., UEs are uniformly
distributed in the area, the algorithm is insensitive to the
initial deployment of BSs. In contrast, in the clustered-UE
case with µδ = 0.5, the algorithm converges to a larger value
with the KM initial deployment scheme than that with the
MC initial deployment scheme, indicating that it is trapped
into a sub-optimal stationary point in the latter case. The
reason is that the partial derivative of the coverage indicator
Iout
m,n with respect to each BS’s position,

∂Iout
m,n

∂rBS
m

, is crucially
determined by the number of UEs close to the edge of the

Total number of iterations T
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Fig. 4: Long-term average number of accessible BSs E{rUE
n }[M̄ac]

versus the total number of iterations T of Algorithm 1, the proposed
CSA-based optimal BS deployment scheme, with two initial deploy-
ment schemes of BSs, MC and KM.
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Fig. 5: Positions and coverage of BSs with Algorithm 1, the proposed CSA-based optimal BS deployment scheme. Snapshots of UEs’
positions with aggregation factors µδ ∈ {0, 0.5} and 5 hotspots are also presented. BSs and UEs are represented by circles and triangles,
respectively. The dashed line represents the coverage of each BS. (a) MC initial deployment, µδ = 0. (b) KM initial deployment, µδ = 0.
(c) MC initial deployment, µδ = 0.5. (d) KM initial deployment, µδ = 0.5.

BS’s coverage area. As all the BSs’ positions are updated
with the same step size, those with few edge-UEs would
make overly conservative movements. With the MC initial
deployment scheme, the number of BSs with no UEs in the
coverage area could be much higher than that with the KM
initial deployment scheme when UEs are clustered. Therefore,
it is much more likely to be trapped into sub-optimal positions.
As Fig. 5c shows, with the MC initial deployment, some of
the BSs cannot move to the UE-intensive area, leading to a
significantly lower number of accessible BSs compared to that
with the KM initial deployment.

We can also see from Fig. 5 that after optimization, most of
the BSs will move to the intersection of two streets. Intuitively,
placing a BS at the intersection can maximize the number of
LoS paths between the BS and the UEs in the two streets,
and thus increase the average number of accessible BSs. Fig.
5 also shows that some of the BSs are located in the middle
of a street, which may not be feasible in practice. In Section
V-D, we will further project the optimized positions of BSs to
the closest corners of buildings.

C. Performance of the Proposed Low-Complexity Outage Mit-
igation User Association Algorithm

In this subsection, we illustrate the performance of the
proposed low-complexity outage mitigation user association
scheme, i.e., Algorithm 2, by comparing it with the Hungarian-
algorithm-based optimal user association scheme.

Fig. 6 shows the running time of Algorithm 2 and the
optimal user association scheme, which is averaged over 1000
realizations of UEs’ and BSs’ positions. The simulation is per-
formed on the platform of MATLAB R2020a using a 3.4 GHz
Intel Core i7. The Hungarian algorithm is implemented by
using the ‘matchpairs’ function of the MATLAB platform.

The complexity analysis in Section IV has shown that
the complexity of Algorithm 2 scales with the number of
BSs M and the number of UEs N as O(M logM) and
O(N logN), respectively, which is verified by the simulation
results presented in Fig. 6. Fig. 6 also shows that compared
with the optimal user association scheme, the running time of
Algorithm 2 is significantly reduced, and the gain increases
as the number of BSs M or the number of UEs N becomes
larger. For instance, in Fig. 6a, when the aggregation factor
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Fig. 6: Average running time (in unit of milliseconds) of Algorithm 2, the proposed low-complexity outage mitigation user association
scheme, and the optimal user association scheme versus (a) the number of BSs M , and (b) the number of UEs N .
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Fig. 7: Empirical PDF of outage probability Po with Algorithm 2, the proposed low-complexity outage mitigation user association scheme,
and the optimal user association scheme. (a) µδ = 0. (b) µδ = 0.5.

µδ = 0, the running time of the proposed algorithm is 65.59%
of that of the optimal user association scheme with M = 20.
It is further reduced to 39.10% with M = 50.

Fig. 7 presents empirical probability density function (PDF)
of the outage probability Po with both the proposed user
association scheme and the optimal user association scheme.
The empirical PDF is generated with 10000 realizations of
UEs’ and BSs’ positions. We can see from Fig. 7a that when
µδ = 0, i.e., UEs are uniformly distributed, the proposed
scheme can achieve almost identical outage performance with
the optimal user association scheme. While in Fig. 7b where
µδ = 0.5, the percentage for small value of Po with the
proposed user association scheme is considerably lower than
that with the optimal user association scheme, indicating that
the network with the proposed user association scheme is more
likely to have a larger outage probability.

For the uniformly-distributed-UE case, i.e., µδ = 0, we can
see from Figs. 5a and 5b that for most UEs, each of them
has only one physically accessible BS. This can be also seen
from Fig. 4, where E{rUE

n }[M̄ac] is close to 1 when µδ = 0.
In that case, with both the optimal user association scheme

and the proposed Algorithm 2, most UEs are associated with
their single physically accessible BS, and thus both algorithms
achieve similar outage performance. In contrast, when µδ =
0.5, as UEs are clustered, Fig. 5d shows that many UEs have
more than one physically accessible BSs. For Algorithm 2
which associates one UE with one BS in each iteration in a
greedy manner, it is not guaranteed that each UE can always
make a globally optimal choice. Therefore, some UEs may not
be able to associate with their physically accessible BSs that
have become saturated, leading to a higher outage probability
than the optimal user association scheme.

D. Outage Performance

In this subsection, we evaluate the outage performance of
the proposed CSA-based optimal BS deployment combined
with the proposed low-complexity outage mitigation user
association scheme. For the proposed CSA-based optimal BS
deployment, both MC and KM initial deployment schemes are
considered. The total number of iterations is set as T = 700,
and the optimized positions of BSs are further projected to
the nearest corners of buildings. For comparison, we use the
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MC BS deployment scheme [21] combined with the proposed
low-complexity outage mitigation user association scheme as
the performance benchmark.

Fig. 8 presents the long-term average outage probability
E{rUE

n }[Po] with different BS deployment schemes versus
the aggregation factor of UEs’ distribution µδ . We can see
that the proposed CSA-based optimal BS deployment scheme
significantly outperforms the benchmark MC BS deployment
scheme when µδ>0, and the performance gap is enlarged with
the increase of µδ . Intuitively, with symmetrically placed BSs,
the number of UEs that fall into the coverage of each BS
becomes more unbalanced as µδ increases, i.e., UEs become
more clustered. Consequently, there may not be sufficient
BSs near the hotspots to support the excessive number of
UEs, leading to high outage probability in the long term.
In contrast, the proposed CSA-based optimal BS deployment
scheme optimizes the BSs’ positions based on UEs’ spatial
distribution, and therefore can better balance the workloads of
the BSs. It can also be seen from Fig. 8 that the KM initial
deployment scheme leads to a smaller average outage proba-
bility than the MC initial deployment scheme, especially when
µδ is large. This is consistent with the convergence results in
Fig. 4, where Algorithm 1 with the KM initial deployment
converges to a larger long-term average number of accessible
BSs E{rUE

n }[M̄ac] than that with the MC initial deployment.
With more accessible BSs, UEs have more freedom to select
a BS to associate with, thus leading to a lower average outage
probability E{rUE

n }[Po].

VI. CONCLUSION

In this paper, we proposed a BS deployment scheme and
a user association scheme to minimize the long-term average
outage probability of an mmWave communication network in
a Manhattan-type geometry. For the BS deployment problem,
as the physical accessibility between UEs and BSs is closely
related to the positions of UEs, which may vary with time, a
stochastic optimization framework was established for maxi-
mizing the long-term average number of physically accessible
BSs of each UE under an inaccessible probability constraint,
based on which a CSA-based algorithm was developed to
effectively search the optimal positions of BSs. For the user

association problem, with the maximum workload constraint
on each BS taken into account, a low-complexity outage miti-
gation user association scheme was proposed, which achieves
similar outage performance to the optimal user association
scheme, but with much less running time. Gains over the rep-
resentative MC BS deployment scheme are also demonstrated,
which increase as the UEs’ spatial distribution becomes more
clustered.

Note that in this paper, the BS deployment problem is
formulated as a stochastic optimization problem with one
expectation constraint and multiple deterministic constraints,
which can be well handled by the proposed CSA-based algo-
rithm. However, for more complicated BS deployment prob-
lems which involve multiple expectation constraints, CSA may
not be applicable as it can only control the violation of one ex-
pectation constraint. Moreover, in an mmWave communication
network, the system topology affects not only the connectivity
between UEs and BSs, but also the network capacity. It is of
great practical significance to further study how to optimize the
positions of BSs for improving the mmWave network capacity
under a certain outage probability constraint. Last but not
least, in practice, mmWave networks alone can hardly provide
ubiquitous network coverage due to the inherent limitations
of mmWave propagation. One promising solution to enhance
the robustness of mmWave networks is combining them with
the conventional cellular systems [4]. How to jointly optimize
the deployment of mmWave BSs and conventional BSs is an
interesting topic that deserves much attention in the future
study.

APPENDIX A
DERIVATION OF (5)

Let us first rewrite Iblock
m,n in (2) as

Iblock
m,n = I

(
B∑
b=1

Iblock
m,n,b

)
, (41)

where

Iblock
m,n,b =

 1 if the LoS path between BS m
and UE n is blocked by block b

0 otherwise.
(42)

In the following, we will derive the expression of Iblock
m,n,b.

Let us map the positions of BS m and UE n from the coor-
dinate system in Fig. 1 to the one in Fig. 9, where the origin
is the center of the line segment connecting BS m and UE
n. The coordinates of BS m and UE n in the new coordinate
system are (−dm,n2 , 0) and (

dm,n
2 , 0), respectively. Then the

new coordinate of the center of block b are (xm,n,b, ym,n,b)
with xm,n,b and ym,n,b given in (6) and (7), respectively.
If block b blocks the LoS path between BS m and UE n,
(xm,n,b, ym,n,b) should fall in the region ABCDEF [45].
The coordinates of the points A,B,C,D,E, F in the new
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A

B

C

F

E

D

0

y

x
,m nq

BS

mr

Ebui

UE

nr

UE BS

,n m m nd- =r r

Fig. 9: Region ABCDEF that the center of block b falling in will
block the LoS path between BS m and UE n.

coordinate system can be obtained as
A :
(√

2
2 Ebui cos(θm,n+π

4 )−dm,n2 ,
√

2
2 Ebui sin(θm,n+π

4 )
)
,

B :
(√

2
2 Ebui cos(θm,n+ 3π

4 )−dm,n2 ,
√

2
2 Ebui sin(θm,n+ 3π

4 )
)
,

C :
(√

2
2 Ebui cos(θm,n+ 5π

4 )−dm,n2 ,
√

2
2 Ebui sin(θm,n+ 5π

4 )
)
,

D :
(√

2
2 Ebui cos(θm,n+ 5π

4 )+
dm,n

2 ,
√

2
2 Ebui sin(θm,n+ 5π

4 )
)
,

E :
(√

2
2 Ebui cos(θm,n+ 7π

4 )+
dm,n

2 ,
√

2
2 Ebui sin(θm,n+ 7π

4 )
)
,

F :
(√

2
2 Ebui cos(θm,n+π

4 )+
dm,n

2 ,
√

2
2 Ebui sin(θm,n+π

4 )
)
,

where θm,n is given in (8). Let us define the functions of
the six edges of the polygon ABCDEF as fAB(x, y) = 0,
fBC(x, y) = 0, fCD(x, y) = 0, fDE(x, y) = 0, fEF (x, y) =
0 and fFA(x, y) = 0. Then based on the coordinates of
A,B,C,D,E, F , we can obtain

fAB(x, y)=x sin θm,n−y cos θm,n+ 1
2dm,n sin θm,n+ 1

2Ebui

fBC(x, y)=x cos θm,n+y sin θm,n+ 1
2dm,n cos θm,n+ 1

2Ebui

fCD(x, y)=y+ 1
2Ebui sin θm,n+ 1

2Ebui cos θm,n
fDE(x, y)=−x sin θm,n+y cos θm,n+ 1

2dm,n sin θm,n+ 1
2Ebui

fEF (x, y)=−x cos θm,n−y sin θm,n+ 1
2dm,n cos θm,n+ 1

2Ebui

fFA(x, y)=−y+ 1
2Ebui sin θm,n+ 1

2Ebui cos θm,n.
(43)

If the point (xm,n,b, ym,n,b) is within the area ABCDEF , it
and the origin must be in the same half planes divided by the
six edge functions given above. We then have
Iblock
m,n,b = I

(
fAB(0, 0) · fAB(xm,n,b, ym,n,b)

)
· I
(
fBC(0, 0)

· fBC(xm,n,b, ym,n,b)
)
· I
(
fCD(0, 0) · fCD(xm,n,b, ym,n,b)

)
·

I
(
fDE(0, 0) · fDE(xm,n,b, ym,n,b)

)
· I
(
fEF (0, 0)

· fEF (xm,n,b, ym,n,b)
)
· I
(
fFA(0, 0) · fFA(xm,n,b, ym,n,b)

)
.

(44)
(5) can then be obtained by combining (41), (43) and (44).

APPENDIX B
DERIVATIONS OF (28) AND (29)

Let us rewrite the term
∑M
m=1 I(Iout

m,n + Iblock
m,n ) in (9) as

M∑
m=1

I(Iout
m,n + Iblock

m,n ) =
∑

m∈Mn

I(Iout
m,n + Iblock

m,n )

+
∑

m∈M\Mn

I(Iout
m,n + Iblock

m,n ).

(45)

Based on (1) and the definition of Mn, i.e., the set of BSs
which have UE n in each of their coverage areas, we have

Iout
m,n =

{
1 if m ∈M\Mn

0 otherwise.
(46)

Therefore, we can obtain∑
m∈Mn

I(Iout
m,n + Iblock

m,n ) =
∑

m∈Mn

I(Iblock
m,n ) =

∑
m∈Mn

Iblock
m,n

(47)
and∑
m∈M\Mn

I(Iout
m,n + Iblock

m,n ) =
∑

m∈M\Mn

I(Iout
m,n) =

M∑
m=1

Iout
m,n.

(48)
By substituting (47) and (48) into (45), we have

M∑
m=1

I(Iout
m,n + Iblock

m,n ) =

M∑
m=1

Iout
m,n +

∑
m∈Mn

Iblock
m,n . (49)

Similarly, we can express the term
∏M
m=1 I

(
Iout
m,n + Iblock

m,n

)
in (10) as

M∏
m=1

I
(
Iout
m,n + Iblock

m,n

)
=

∏
m∈Mn

I
(
Iout
m,n + Iblock

m,n

)
·

∏
m∈M\Mn

I
(
Iout
m,n + Iblock

m,n

)
.

(50)
By combining (46) and (50), we have

M∏
m=1

I
(
Iout
m,n + Iblock

m,n

)
=

∏
m∈Mn

Iblock
m,n , if Mn 6= ∅. (51)

If Mn is empty, which means UE n is not in the coverage
area of any BSs, i.e., Iout

m,n = 1,∀m then we have
M∏
m=1

I
(
Iout
m,n + Iblock

m,n

)
=

M∏
m=1

Iout
m,n. (52)

Based on (51), (52) and
∏M
m=1 Iout

m,n = 0 ifMn 6= ∅, we have
M∏
m=1

I
(
Iout
m,n + Iblock

m,n

)
= I

( ∏
m∈Mn

Iblock
m,n +

M∏
m=1

Iout
m,n

)
(a)
=

∏
m∈Mn

Iblock
m,n +

M∏
m=1

Iout
m,n, (53)

where (a) follows from the fact that(∏
m∈Mn

Iblock
m,n +

∏M
m=1 Iout

m,n

)
∈ {0, 1}. (28) and (29) can

be then obtained by inserting (49) and (53) into (9) and (10),
respectively.

APPENDIX C
DERIVATIONS OF

∂Ioutm,n(t)

∂rBS(t) AND
∂Iblockm,n (t)

∂rBS(t)

In the following, we drop the iteration index t for brevity.

A. Derivation of
∂Ioutm,n

∂rBS

By replacing the indicator function in (4) with (27),
∂Ioutm,n

∂rBS

can be derived as
∂Ioutm,n

∂rBS ≈ S′(dm,n −R) · ∂dm,n∂rBS . (54)
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where S′(x) = βS(x)(1 − S(x)) is the derivative of the
sigmoid function S(x). As dm,n = ‖rBS

m − rUE
n ‖, the partial

derivative ∂dm,n
∂rBS
m
,m = 1, · · · ,M is given by

∂dm,n
∂rBS
j

∣∣∣
j 6=m

=[0, 0], and
∂dm,n
∂rBS
m

=
[
∂dm,n
∂xBS
m
,
∂dm,n
∂yBS
m

]
, (55)

where
∂dm,n
∂xBS
m

=(xBS
m −xUE

n )
(

(xBS
m −xUE

n )2+(yBS
m −yUE

n )2
)−1/2

,

(56)
and

∂dm,n
∂yBS
m

=(yBS
m −yUE

n )
(

(xBS
m −xUE

n )2+(yBS
m −yUE

n )2
)−1/2

.

(57)

B. Derivation of
∂Iblock
m,n

∂rBS

By replacing the indicator function in (41) with (27),
∂Iblockm,n

∂rBS

can be approximated by
∂Iblock
m,n

∂rBS ≈ S′
(∑B

b=1 Iblock
m,n,b

)
·
∑B
b=1

∂Iblock
m,n,b

∂rBS , (58)

where
∂Iblock
m,n,b

∂rBS =
[
∂Iblock
m,n,b

∂rBS
1

, · · · , ∂I
block
m,n,b

∂rBS
M

]
. (59)

∂Iblockm,n,b

∂rBS
j

is given by
∂Iblock
m,n,b

∂rBS
j

∣∣∣
j 6=m

= [0, 0],

∂Iblock
m,n,b

∂rBS
m

=
∑6
i=1

∏6
j=1,j 6=i I

(j)
m,n,b

∂I(i)m,n,b
∂rBS
m

,
(60)

where

I(1)
m,n,b = I

(
fAB(0, 0) · fAB(xm,n,b, ym,n,b)

)
I(2)
m,n,b = I

(
fBC(0, 0) · fBC(xm,n,b, ym,n,b)

)
I(3)
m,n,b = I

(
fCD(0, 0) · fCD(xm,n,b, ym,n,b)

)
I(4)
m,n,b = I

(
fDE(0, 0) · fDE(xm,n,b, ym,n,b)

)
I(5)
m,n,b = I

(
fEF (0, 0) · fEF (xm,n,b, ym,n,b)

)
I(6)
m,n,b = I

(
fFA(0, 0) · fFA(xm,n,b, ym,n,b)

)
(61)

according to (44). By replacing the indicator function in (61)

with (27),
∂I(i)m,n,b
∂rBS
m

, i = 1, · · · , 6 can be approximately obtained
as

∂I(1)m,n,b

∂rBS
m
≈ S′

(
fAB(0, 0)fAB(xm,n,b, ym,n,b)

)(∂fAB(0,0)

∂rBS
m

·fAB(xm,n,b, ym,n,b) +
∂fAB(xm,n,b,ym,n,b)

∂rBS
m

fAB(0, 0)
)

∂I(2)m,n,b

∂rBS
m
≈ S′

(
fBC(0, 0)fBC(xm,n,b, ym,n,b)

)(∂fBC(0,0)

∂rBS
m

·fBC(xm,n,b, ym,n,b) +
∂fBC(xm,n,b,ym,n,b)

∂rBS
m

fBC(0, 0)
)

∂I(3)m,n,b

∂rBS
m
≈ S′

(
fCD(0, 0)fCD(xm,n,b, ym,n,b)

)(∂fCD(0,0)

∂rBS
m

·fCD(xm,n,b, ym,n,b) +
∂fCD(xm,n,b,ym,n,b)

∂rBS
m

fCD(0, 0)
)

∂I(4)m,n,b

∂rBS
m
≈ S′

(
fDE(0, 0)fDE(xm,n,b, ym,n,b)

)(∂fDE(0,0)

∂rBS
m

·fDE(xm,n,b, ym,n,b) +
∂fDE(xm,n,b,ym,n,b)

∂rBS
m

fDE(0, 0)
)

∂I(5)m,n,b

∂rBS
m
≈ S′

(
fEF (0, 0)fEF (xm,n,b, ym,n,b)

)(∂fEF (0,0)

∂rBS
m

·fEF (xm,n,b, ym,n,b) +
∂fEF (xm,n,b,ym,n,b)

∂rBS
m

fEF (0, 0)
)

∂I(6)m,n,b

∂rBS
m
≈ S′

(
fFA(0, 0)fFA(xm,n,b, ym,n,b)

)(∂fFA(0,0)

∂rBS
m

·fFA(xm,n,b, ym,n,b) +
∂fFA(xm,n,b,ym,n,b)

∂rBS
m

fFA(0, 0)
)
,

(62)

where

∂fAB(0,0)

∂rBS
m

=
∂fDE(0,0)

∂rBS
m

= 1
2 (sin θm,n

∂dm,n
∂rBS
m

+dm,n cos θm,n
∂θm,n
∂rBS
m

)
∂fBC(0,0)

∂rBS
m

=
∂fEF (0,0)

∂rBS
m

= 1
2 (cos θm,n

∂dm,n
∂rBS
m
−dm,n sin θm,n

∂θm,n
∂rBS
m

)
∂fCD(0,0)

∂rBS
m

=
∂fFA(0,0)

∂rBS
m

=Ebui

2 (cos θm,n− sin θm,n)
∂θm,n
∂rBS
m

∂fAB(xm,n,b,ym,n,b)

∂rBS
m

= (xm,n,b cos θm,n + ym,n,b sin θm,n

+
dm,n cos θm,n

2 )
∂θm,n
∂rBS
m

+ sin θm,n
∂xm,n,b
∂rBS
m
− cos θm,n

∂ym,n,b
∂rBS
m

+
sin θm,n

2
∂dm,n
∂rBS
m

∂fBC(xm,n,b,ym,n,b)

∂rBS
m

= (ym,n,b cos θm,n − xm,n,b sin θm,n

−dm,n sin θm,n
2 )

∂θm,n
∂rBS
m

+ cos θm,n
∂xm,n,b
∂rBS
m

+ sin θm,n
∂ym,n,b
∂rBS
m

+
cos θm,n

2
∂dm,n
∂rBS
m

∂fCD(xm,n,b,ym,n,b)

∂rBS
m

=Ebui

2

(
cos θm,n− sin θm,n

)∂θm,n
∂rBS
m

+
∂ym,n,b
∂rBS
m

∂fDE(xm,n,b,ym,n,b)

∂rBS
m

= (−xm,n,b cos θm,n − ym,n,b sin θm,n

+
dm,n cos θm,n

2 )
∂θm,n
∂rBS
m
− sin θm,n

∂xm,n,b
∂rBS
m

+ cos θm,n
∂ym,n,b
∂rBS
m

+
sin θm,n

2
∂dm,n
∂rBS
m

∂fEF (xm,n,b,ym,n,b)

∂rBS
m

= (−ym,n,b cos θm,n + xm,n,b sin θm,n

−dm,n sin θm,n
2 )

∂θm,n
∂rBS
m
− cos θm,n

∂xm,n,b
∂rBS
m
− sin θm,n

∂ym,n,b
∂rBS
m

+
cos θm,n

2
∂dm,n
∂rBS
m

∂fFA(xm,n,b,ym,n,b)

∂rBS
m

=Ebui

2

(
cos θm,n− sin θm,n

)∂θm,n
∂rBS
m
−∂ym,n,b∂rBS

m

(63)
with
∂θm,n
∂rBS
m

=
(
π
2S
′
(

arctan
yUE
n −y

BS
m

xUE
n −xBS

m

)
− 1
)

·
(

1 +
(
yUE
n −y

BS
m

xUE
n −xBS

m

)2
)−1 [

yUE
n −y

BS
m

(xUE
n −xBS

m )2 ,
1

xBS
m −xUE

n

]
(64)

based on (8) and (43). According to (6) and (7), the partial
derivatives ∂xm,n,b

∂rBS
m

and ∂ym,n,b
∂rBS
m

are given by ∂xm,n,b
∂rBS
m

=

[
∂xm,n,b
∂xBS
m

,
∂xm,n,b
∂yBS
m

] and ∂ym,n,b
∂rBS
m

= [
∂ym,n,b
∂xBS
m

,
∂ym,n,b
∂yBS
m

], respec-
tively, where

∂xm,n,b
∂xBS
m

= − 1
2 cos

(
arctan

yUE
n −y

BS
m

xUE
n −xBS

m

)
+

(
1 +

(
yUE
n −y

BS
m

xUE
n −xBS

m

)2
)−1

ym,n,b(y
UE
n −y

BS
m )

(xUE
n −xBS

m )2

∂xm,n,b
∂yBS
m

= − 1
2 sin

(
arctan

yUE
n −y

BS
m

xUE
n −xBS

m

)
+

(
1 +

(
yUE
n −y

BS
m

xUE
n −xBS

m

)2
)−1

ym,n,b
xBS
m −xUE

n

∂ym,n,b
∂xBS
m

= 1
2 sin

(
arctan

yUE
n −y

BS
m

xUE
n −xBS

m

)
−
(

1 +
(
yUE
n −y

BS
m

xUE
n −xBS

m

)2
)−1

xm,n,b(y
UE
n −y

BS
m )

(xUE
n −xBS

m )2

∂ym,n,b
∂yBS
m

= − 1
2 cos

(
arctan

yUE
n −y

BS
m

xUE
n −xBS

m

)
−
(

1 +
(
yUE
n −y

BS
m

xUE
n −xBS

m

)2
)−1

xm,n,b
xBS
m −xUE

n
.

(65)

Finally,
∂Iblockm,n

∂rBS can be obtained by combining (58)–(65).

APPENDIX D
DERIVATION OF THE APPROXIMATION GUARANTEE OF

ALGORITHM 2
The derivation of the approximation guarantee of Algorithm

2 is mainly based on the following performance guarantee
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result in [41]: For an optimization problem with a monotone
submodular objective and K matroid constraints, the ratio of
the solution obtained by a greedy algorithm to the optimal
solution is lower bounded by 1

K+1 .
For Algorithm 2, it associates one UE with one BS in

a greedy manner in each iteration to improve the objective
function of Problem P2. In the following, we will further
show that Problem P2 can be reformulated as an optimization
problem with a monotone submodular objective and 2 matroid
constraints.

Let us first present the definitions of submodular function
and matroid in [42] as follows.

Definition 1. Let V be a finite ground set, and 2V be the power
set of V . A set function f(S) with the input S ∈ 2V and a
real value output, denoted by f : 2V → R, is submodular if

f(S ∪ {v})− f(S) ≥ f(T ∪ {v})− f(T ), (66)
for any S ⊆ T ⊆ V and v ∈ V\T , i.e., the marginal gain
of adding an extra element in the set decreases or remains
unchanged as the size of the set grows.

Furthermore, a set function f(S) is monotone if
f(S) ≤ f(T ), (67)

for any S ⊆ T ⊆ V .

Definition 2. A matroid M is a pair (V, Z), denoted by
M = (V, Z), where V is a finite ground set and Z ⊆ 2V

is a collection of subsets of V with the following properties:
(1) Z is nonempty;
(2) Z is downward closed, i.e., for each X ⊆ Y ∈ Z, we have
X ∈ Z;
(3) If X ,Y ∈ Z and |X | > |Y|, then there exists an element
v ∈ X\Y such that Y ∪ {v} ∈ Z.
In particular, a partition matroid is a matroid (V, Z) where
the ground set V is partitioned into some disjoint sets,
V1,V2, · · · ,VL, and

Z = {X ⊆ V : |X ∩ Vl| ≤ γl,∀l = 1, 2, · · · , L}, (68)
for some given parameters γ1, γ2, · · · , γL.

In the user association problem P2, the constraint (17)
indicates that UE n can associate with BS m only if BS m
is physically accessible to UE n, i.e., I

(
Iout
m,n + Iblock

m,n

)
= 0.

In order to reformulate the objective function (16) as a set
function, with constraint (17) taken into account, we define
the ground set V as
V={vm,n : m=1, · · ·,M ;n=1, · · ·, N ; I

(
Iout
m,n+Iblock

m,n

)
=0},

(69)
and the user association set Sa as a subset of V such that
vm,n ∈ Sa if and only if UE n associates with BS m, i.e.,
Iassociate
m,n = 1. Therefore, minimizing the objective (16) of

Problem P2 becomes equivalent to maximizing the set function
f(Sa) = |Sa|, which is equal to the number of UEs that can
associate with BSs. As the set function f(·) satisfies
f(S ∪ {v})−f(S)=f(T ∪ {v})−f(T ) and f(S)≤f(T ),

(70)
for any S ⊆ T ⊆ V and v ∈ V\T , it is a monotone
submodular function according to Definition 1.

With the ground set V given in (69), the constraint (18) can

be written as
S ∈ ZB , (71)

where ZB = {X ⊆ V : |X ∩ VBm| ≤ C, ∀m = 1, 2, · · · ,M}.
VBm = {vm,n : n = 1, · · · , N ; I(Iout

m,n + Iblock
m,n ) = 0} is the

set containing all the possible user associations between BS
m and all the UEs, which satisfies

⋃
m=1,··· ,M

VBm = V and

VBi ∩VBj = ∅,∀i 6= j. Based on Definition 2, we can see that
(V, ZB) is a partition matroid, and hence (71) is a matroid
constraint [41].

Similarly, the constraint (19) can also be written as
S ∈ ZU , (72)

where ZU = {X ⊆ V : |X ∩ VUn | ≤ 1,∀n = 1, 2, · · · , N}.
VUn = {vm,n : m = 1, · · · ,M ; I(Iout

m,n + Iblock
m,n ) = 0} is

the set containing all the possible user associations between
UE n and all the BSs, which satisfies

⋃
n=1,··· ,N

VUn = V and

VUi ∩VUj = ∅,∀i 6= j. It is clear from Definition 2 that (V, ZU )
is also a partition matroid. Therefore, (72) is also a matroid
constraint [41].

So far, we have shown that Problem P2 can be reformulated
as a submodular optimization problem with two matroid
constraints. Therefore, based on the performance guarantee
result in [41], P2 can be solved by a greedy algorithm,
e.g., Algorithm 2, with a constant-factor 1

3 approximation
guarantee.
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