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Bandwidth and Buffer Tradeoffs in
Optical Packet Switching
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Abstract—Recognizing the difficulties in buffering or slowing
data in all-optical networks, optical packet switching (OPS) may
be viable if buffers are small, at the cost of some inefficiency in link
utilization. In this paper, the authors consider a new single-node
OPS model that focuses on a set of output wavelengths in a certain
link and consider the set of input wavelengths that transmits pack-
ets competing for the set of output wavelengths. Using this model,
an exact solution and an accurate and scalable approximation,
based on reduction of the state-space to a single direction, are
provided for packet-loss probability and mean queueing delay.
Tradeoffs between optical buffering capacity and link utilization
for cases with and without wavelength conversion are studied and
discussed.

Index Terms—All-optical networks, optical buffers, optical
packet switching (OPS), packet-loss probability, queueing delay.

I. INTRODUCTION

O PTICAL packet switching (OPS) [1]–[12] has been
proposed as a solution to overcome the “electronic

bottleneck” [13] so that the future Internet can support
ever-increasing traffic demands. OPS aims to achieve efficient
all-optical networking by overcoming underutilization of op-
tical circuit switching (OCS) [14]–[17] as well as potentially
excessive packet loss in various optical burst switching (OBS)
proposals [18]–[31]. OPS is based on buffering light which,
despite the many advances, still remains a major impediment
for successful OPS commercialization [32]–[34].

The transformation of the Internet from electronic packet
switching to OPS exhibits a completely opposite cost structure.
As pointed out in [35], [36], while in the electronic era, packet
buffers have been cheap, long-haul transmission links have
been expensive, optical buffering is expensive (and “painful”),
and link capacity is “plentiful” with the ever-reducing cost per
bit transmitted over optical links. This means that, while in
the past, it was important to achieve high utilization on long-
haul transmission links, in the optical era, it may be economical
to design OPS networks with links running at, say, 50%–70%
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Fig. 1. OPS node model.

utilization or even lower, so that only small or even very small
buffers are required.

These tradeoffs between optical buffering capacity and
network utilization and the related cost evaluations are an
important part of the economical analyses that may lead to de-
cisions by vendors and telecommunication providers regarding
their commitments to OPS. Using a relatively simple model
based on a Poisson packet arrivals and modifying transmission
control protocol (TCP), it is demonstrated in [35] and [36] that
OPS can operate reasonably efficiently with very small buffers.
They demonstrate by ns2 simulations [37] that a throughput of
70%–80% is achievable with buffers of 10–20 packets. This
is a significant step over previous publications [38], [39] that
showed that buffers can be made smaller than the bandwidth-
delay product but are still required to be a function of the
bandwidth-delay product. Now, we have a demonstration that
efficient operation is achievable with very small buffers and that
their size is independent of the bandwidth-delay product.

Having recognized that OPS with very small buffers and
less than 100% link utilization is an important option, we
provide in this paper an analysis of an open-loop optical packet
switch model to further study the tradeoff between buffer
requirements and link utilization. In particular, we consider a
nonblocking optical switch and focus our attention on a set
of K output wavelengths on a given link and consider a set
of N input wavelengths where packets are transmitted and
compete for the K output wavelengths. This is illustrated by
Figs. 1 and 2. In Fig. 1, we describe a model of an OPS node
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Fig. 2. Our node model.

where its input links can come from an edge router or other OPS
nodes. Although the switch has many output ports (as seen in
Fig. 1), the model is based on isolating one output port/link and
all the input wavelengths through which packets are transmitted
to that output link (see Fig. 2).

If all routes are unrestricted, the ratio N/K is the number of
input ports/links at the switch. If N > K and if more than K
packets at the same time compete for the K output wavelength,
some packets may have to wait in a buffer. We assume that the
buffer has a finite capacity, so a packet is dropped if it cannot
find a wavelength and the buffer is full. To limit the use of the
buffer, we further assume that no more than one packet from
the same input wavelength is allowed in the buffer and that an
arriving packet from a given input wavelength cannot be queued
in the buffer if another packet from the same input wavelength
is being transmitted in one of the K output wavelengths. If this
restriction is used in practice, it may avoid heavy users hogging
the buffer during congestion.

We provide a scalable and accurate approximation for the
packet blocking probability, the proportion of packets that are
delayed, and the mean queueing delay of the packets that are
delayed. The scalability is achieved by reducing the dimen-
sionality of the state space to a single dimension using the
fixed-point method. We also provide the procedure of obtaining
the unique fixed-point solution and prove the convergence
of the procedure. These scalable approximations can produce
performance results in a fraction of a second; therefore, they
can readily enable switch dimensioning for any case of re-
alistic size. For a given traffic loading, we can compute the
performance measures and increase the switch capacity until
the required quality of service is obtained. Moreover, further
extension of the single switch model presented here can be used
as a module in a network-performance evaluation tool using
fixed-point solutions as in [28]. Such a tool will enable network
designers to decide on design parameters and evaluate cost.

The concept of “packet” in this paper does not have to be a
single IP packet. It can also be a super-packet or a burst of many
IP packets. As in OBS, many IP packets can be aggregated
into a burst in an edge router and then each such burst can be
transmitted individually over the all-optical OPS network. Such
aggregation has the benefit of processing the header of an entire

burst at each switch rather than individual IP packet headers.
This also means that, if we say that we need a ten packet buffer,
it possibly translates to buffer that may store 100s or 1000s IP
packets.

Notice that having a finite N is an important feature in OPS
modeling. Notice that, if N ≤ K, no loss will occur even if
the buffer capacity is zero. However, analyses based on Poisson
arrivals (which implies infinite N ), as in [28] and [35], [36],
will incorrectly show some losses for any finite-sized buffer.
As will be demonstrated later, packet-loss probability based on
our model are close to those obtained by Poisson assumption if
N � K. However, in many situations, N � K is not applica-
ble, in which cases models such as the one proposed herein can
be used.

Our model is somewhat similar to the well-known Engset
model [40], but it is different in two ways. First, under the
Engset model, when a packet is blocked, the “source” is im-
mediately ready to transmit another packet. In our OPS model,
the input wavelength is “frozen,” and no other packet can
be transmitted on it so long as the blocked packet is being
dumped. Second, the Engset model assumes no buffer space.
A model of a bufferless system that considers the effect of
an input wavelength being “frozen” while a blocked packet is
being dumped has been studied in [41]–[43], but these studies
did not provide scalable approximations. Approximations for
hybrid (OCS/OBS) systems that also considered the frozen
input wavelength assumption are provided in [44]–[46].

It is known that full wavelength conversion is difficult and
costly. Our model enables to consider cases with and without
wavelength conversion by modifying the values of N and K.
An important question follows: Will small optical buffers en-
able a sufficient increase in link utilization, even without wave-
length conversion, so that OPS can be economically justified?
Using our model, we will provide numerical results that will
shed some light on this question.

It is important to clarify that our model assumes that traffic
is stationary. This is a common assumption in many analyses
of telecommunications systems and networks, and it is usually
made for tractability and simplicity. In fact, real traffic is far
from being stationary. Designers usually use stationary traffic
models by focusing on the busiest hour or the busiest minute
of the day. If we assume our stationary traffic model, consider
the busiest minute and decide on link capacities to meet, say,
a blocking probability of 0.001 for a given buffer capacity and
find that we need to run the link on, say, 75% utilization, but
it does not mean that we achieve 75% utilization throughout
the entire day. It may be much lower. Telecommunications
providers may trade their excess capacity to maximize the
efficiency of their networks, but this is beyond the scope of
this paper. Here, we assume that traffic is stationary, keeping
in mind that the utilization results we present are relevant to the
busy period.

The remainder of the paper is organized as follows.
In Section II, we present our single-node OPS model. In
Section III, we provide a Markov chain analysis that leads
to an exact solution. As the exact solution is not scalable, in
Section IV, we provide a scalable approximation based on
a fixed-point method and prove its convergence to a unique
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solution. In Section V, we provide a range of numerical
solutions that demonstrate the accuracy of the approximation,
and we demonstrate performance results for cases with and
without wavelength conversion. The conclusions are drawn in
Section VI.

II. NODE MODEL

Consider an output link of an optical packet switch. The
output link has F optical fibers, and each optical fiber can carry
W wavelengths. If full wavelength conversion is available, this
output link is viewed in our model as having C = FW wave-
lengths. If no wavelength conversion is available, an arriving
packet that uses a given wavelength must use the same wave-
length at the output; thus, in this case, our output link is viewed,
in our model, as having only F wavelengths. Consider traffic
flows coming from N input wavelengths from various input
links directed to an output link comprising K wavelengths,
which can take the values of C or F for the cases of with
or without wavelength conversion, respectively. As in [44], we
assume that the switching fabric is strictly nonblocking. There
is no loss when N ≤ K. Blocking probability computations
only apply in the case of (N > K), where loss may occur.
Also, we assume that there is optical buffering capability (e.g.,
optical delay line) in the switch, such that packets can be stored
optically. We assume that we can store up to B packets in the
switch. It is assumed that, as soon as one of the K output
wavelengths becomes free if the optical buffer is not empty, a
packet from the optical buffer will be immediately transmitted
on that output wavelength on a first come first served basis.

We assume that a packet is transmitted on a wavelength for
an exponentially distributed period of time with mean 1/µ. We
consider the following ON–OFF process associated with each
input wavelength. It is an alternating process where an OFF

period follows an ON period, and an ON period follows an OFF

period. A period of time used to transmit a single packet on an
input wavelength is called an ON period, and the time between
consecutive ON periods on that input wavelength is called an
OFF period. The OFF period on an input wavelength is assumed
to be exponentially distributed with mean 1/λ. This assumption
of exponential times may not be as limiting as it may seem.
It is well known that Engset formula [40] is insensitive to ON

and OFF distributions [47]. The model we consider here has
exponential times, but it has been shown that the burst blocking
probability is not too sensitive to the distribution of the ON and
OFF periods [41], [42], [44] in the bufferless case. Although
the sensitivity of the blocking probability to the ON and OFF

distributions is likely to increase with the buffer capacity B,
it should not increase by too much due to the cost of optical
buffering; B is likely to be small.

As mentioned above, we further assume that no more than
one packet from the same input wavelength is allowed in the
buffer and that an arriving packet from a given input wavelength
cannot be queued in the buffer, and it is therefore dumped
if another packet from the same input wavelength is being
transmitted in one of the K output wavelengths. Note that these
two assumptions are conservative. In addition, for tractability,
we slightly strengthen the above two assumptions and assume

that, if a packet from a given input wavelength is either buffered
or transmitted, the input wavelength is considered “frozen”
until its previous packet completes its transmission on an output
wavelength. Notice that all this assumption is redundant in
the cases of B = 0, N → ∞, and K � B. Following the
“frozen” state period, the source will commence its OFF period
as discussed above. In all other packet-loss events, namely,
when all buffer places and all output wavelengths are occu-
pied by packets from different input wavelengths and another
packet from a new input wavelength arrives, this packet will be
dumped. In such a case, no packet will arrive from the same
input wavelength for the duration of the transmission of the
dumped packet (a random variable with mean 1/µ).

Figs. 1 and 2 illustrate the simplifications that take place in
our model. Considering an optical switch with multiple input
and multiple output ports, and optical buffering, we make two
fundamental simplifications. First, we focus on a specific output
link. This simplification is without loss of generality because
we can repeat the modeling and the performance evaluation
procedure for each of the output links. Second, we simplify the
optical buffer to a first-in–first-out queue with the additional
assumption of not having two packets in it from the same input
wavelength. Note that, according to our network model, there
are an edge router, where the possible bursty traffic stream
is aggregated, and the optical switch, on which we focus our
analysis, (both appear in Fig. 1). Although the edge router
is subjected to bursty traffic loading which are electronically
buffered there (possibly in very large buffers), its output has
a smoothing effect on the traffic. In our analysis, we consider
an optical switch in the core network where its traffic loading
is not as bursty as the traffic loading on the edge router. A
good example in illustrating this is by the aforementioned case
of N ≤ K, that is, if the number of input wavelengths of
our optical switch is not higher than the number of its output
wavelengths, the loss is zero, regardless of how bursty the
original traffic is here and regardless of the variability in ON

and OFF periods of the traffic in the input wavelength of our
target switch.

III. EXACT SOLUTION

We will now present an exact solution for the model de-
scribed in the previous section. Despite the assumption we have
made for tractability, the exact solution we present here is still
not scalable, and further approximations will be made in the
next section.

Let πi,j(i, j ≥ 0, i ≤ K + B, j ≤ N − K − B) be the
probability that i packets are being either transmitted or queued
for transmission and j input wavelengths are dumping blocked
packets. Notice that, if a packet arrival (in the optical domain)
is blocked and dumped, the input wavelength behaves as if
it were inactive until the end of the packet has arrived at the
switch. The number of idle input wavelengths is given by
N − i − j. The πi,j values are obtained by the following
steady state equations. For i < K

πi,j ((N − i − j)λ + (i + j)µ) = πi−1,j(N − i − j + 1)λ

+πi+1,j(i + 1)µ + πi,j+1(j + 1)µ (1)
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and for K ≤ i ≤ K + B

πi,j ((N − i − j)λ + (K + j)µ)

= πi−1,j(N − i − j + 1)λ + πi,j−1f(N − i − j + 1)λ

+ πi+1,jKµ + πi,j+1(j + 1)µ (2)

where f = 1 if i = K + B and = 0, otherwise. Introducing the
normalization equation ∑

∀i,j

πi,j = 1

gives rise to a set of equations, which can be used to obtain
the πi,j probabilities. The total load offered by the packets is
given by

O =
∑
∀i,j

(N − i − j)(λ/µ)πi,j .

The total load carried by the packets is given by

C =
∑

∀i<K+B,j

(N − i − j)(λ/µ)πi,j .

The average packet blocking probability PB is given by

PB = 1 − C

O
.

The utilization of the output link is given by

U =
∑
∀i,j

min(i,K)πi,j . (3)

The carried load of the packets in the queue is

Q =
∑

∀K≤i<K+B,j

(N − i − j)(λ/µ)πi,j .

The proportion of the packets that are delayed, which is denoted
as PD, is

PD =
Q

C
.

The average number of packets in the system, which is denoted
as Np, is given by

Np =
∑
∀i,j

iπi,j .

By Little’s formula, the mean packet delay (including queueing
delay plus transmission time) is given by

D =
Np

Cµ
.

The mean packet queueing delay is given by

QD = D − 1/µ.

The mean queueing delay for a delayed packet, which is de-
noted as QDq, is given by

QDq = QD/PD.

Given the exploding two-dimensional state-space, solving
(1) and (2) is not scalable for large K and N values. A scalable
approximation is derived next.

IV. APPROXIMATION

The approximation is obtainable by a standard analysis of
a single-dimension state-dependent multiserver finite-source
finite-buffer queueing system. It is based on absorbing the
state representing the number of dumped packets into a single
state representing the total number of packets in the system,
including both packets being served (transmitted by an output
wavelength) and packets being queued.

In order to capture the effect of the dumped packets described
by an additional “dumped” state (j) in our exact solution,
we consider the OFF period to be modified by the dumped
packets. As in [44], we argue that, from the point of view of
the switch, when a packet arrival is blocked and dumped, the
input wavelength behaves as if it were inactive until the end
of the packet has arrived at the switch. This can be considered
equivalent to a situation whereby the blocked input wavelength
having a longer OFF period with a mean equal to 1/µ + 1/λ.
This happens with probability PB , which is the packet blocking
probability calculated later on. Let 1/λ∗ be the modified mean
OFF period; it is given by

1
λ∗ = (1 − PB)

1
λ

+ PB

(
1
µ

+
1
λ

)

or

λ∗ =
µ

µ
λ + PB

. (4)

Let pi be the probability that there are i packets being ei-
ther served or queued. This gives rise to a single-dimension
birth–death process described by the following steady-state
equations. For 1 ≤ i ≤ K

pi = (N − i + 1)
λ∗

iµ
pi−1 (5)

and for K < i ≤ K + B

pi = (N − i + 1)
λ∗

Kµ
pi−1 (6)

and the normalization equation

K+B∑
i=0

pi = 1 (7)

by which the pi values can be obtained. The total load offered
by the packets is given by

O =
K+B∑
i=0

(N − i)(λ∗/µ)pi. (8)

The total load carried by the packets is given by

C =
K+B−1∑

i=0

(N − i)(λ∗/µ)pi. (9)
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Therefore, the average packet blocking probability PB is
given by

PB = 1 − C

O
. (10)

The utilization of the output link is given by

U =
K+B∑
i=1

min(i,K)pi. (11)

The carried load of the packets in the queue is

Q =
K+B−1∑

i=K

(N − i)(λ∗/µ)pi.

The proportion of the packets that are delayed, which is denoted
as PD, is

PD =
Q

C
.

The average number of the packets in the system, which is
denoted as Np, is given by

Np =
K+B∑
i=1

ipi.

By Little’s formula, the mean packets delay is given by

D =
Np

Cµ
.

The mean packet queueing delay is given by

QD = D − 1/µ.

The mean queueing delay for a delayed packet, which is
denoted as QDq, is given by

QDq = QD/PD.

Note that the functional relation between λ∗ expressed in (4)
and PB expressed in (10) gives rise to a fixed-point equation.
Next, we will prove that there must exist a unique fixed-point
solution. Then, we will provide a binary search algorithm to
find such a fixed-point solution and prove that such an algorithm
converges to the desired unique fixed-point solution.

A. Existence and Uniqueness of a Fixed Point

For fixed values of N , M , B, and µ, let the function PB(x)
be the solution for PB obtained by (5)–(10) given that x = λ∗.
Let the functions f(x) and g(x) be defined by

f(x) = x

and

g(x) = µ/ (µ/λ + PB(x))

respectively. The fixed-point equation that we are solving is

f(x) = g(x), x > 0. (12)

Clearly, f(x) is a monotonically increasing function of x. Also,
g(x) is a monotonically decreasing function of x since PB(x) is
a monotonically increasing function of x (see the Appendix). In
particular, f(x) increases from zero to ∞, and g(x) decreases
from λ to λµ/(λ + µ). Therefore, the two continuous curves
must cross each other exactly once. It means that there must
exist a unique fixed-point solution in the interval of [λµ/(λ +
µ), λ].

B. Binary Search Algorithm for Finding the Fixed-Point
Solution and Its Convergence

Let the transformation from λ(n) to λ(n + 1) (or λprevious

to λcurrent in the following search algorithm) be defined by the
function Γ(x), where

Γ(x) = g(x), x ≥ 0.

Let λ∗ be the unique fixed-point solution. Here is the binary
search algorithm to find the fixed-point solution.

λ+ = λ
λ− = λµ/(λ + µ)
λprevious = λ+

λcurrent = λ−

while |λcurrent − λprevious| > ε
λprevious = λcurrent

λcurrent = (λ+ + λ−)/2
if Γ(λcurrent) > λcurrent

λ− = λcurrent

else
λ+ = λcurrent

end
end

where ε is the error we can tolerate. Note that λ+ ≥ λ∗ ≥ λ−

and Γ(x) [i.e., g(x)] is a monotonically decreasing function of
x. Also note that

if λcurrent < λ∗

Γ(λcurrent) > λ∗

⇒ Γ(λcurrent) > λcurrent

else
Γ(λcurrent) < λ∗

⇒ Γ(λcurrent) < λcurrent.

It means that

if Γ(λcurrent) > λcurrent

λcurrent < λ∗

else
λcurrent > λ∗.

It implies that, in the above algorithm, the interval of
[λ−, λ+] always covers λ∗. It is also well known that binary
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Fig. 3. Blocking probability (left) and delay [sec.] (right) versus normalized traffic intensity for N = 20, K = 10, and B = 4.

Fig. 4. Blocking probability (left) and delay [sec.] (right) versus normalized traffic intensity for N = 40, K = 5, and B = 10.

search always converges to a single solution. Therefore, we can
conclude that the proposed binary search algorithm converges
to the desired unique fixed-point solution.

V. NUMERICAL RESULTS

In this section, we present numerical results to evaluate
the accuracy of our approximation and attempt to gain some
insight into the important question of how far are we from
OPS commercialization. We begin by quantifying, via exact
solution obtained by (1) and (2), the accuracy of our approxi-
mations. Results are presented here for the blocking probability
and mean queueing delay versus what we call the normalized
traffic intensity, which is defined by (N/K)(λ/µ). In all our
examples, we consider µ = 1 s−1.

In all scenarios studied regardless of the values of N , B,
K, and the traffic intensity, our numerical results show that
the approximations agree very well with the exact solutions,
as demonstrated, for example, in Figs. 3 and 4. The agreement
demonstrated in Figs. 3 and 4 have also been observed in

many other cases we considered; however, for brevity, we do
not present them here. Note that it is possible that, during
certain periods of time, the overall arrival rate increases beyond
the service rate (e.g., because the number of possibly heavy
loaded input wavelengths is higher than the number of output
wavelengths), and it is interesting to evaluate the blocking
probability in such situations. In addition, we consider here a
loss system with a limited buffer space. Unlike an infinite buffer
system, our system is still stable, even if the normalized traffic
intensity is very large, and of course, this occurs at the expense
of high blocking probability, as demonstrated in Figs. 3 and 4.

To compare between the cases of full and no wavelength
conversions, we consider the case of F = 3 and W = 40, that
is, each link carries three optical fibers with 40 wavelengths per
fiber. Altogether, each link carries 3 × 40 = 120 wavelengths.
Therefore, for the case of full wavelength conversion, we will
have K = 120, and an incoming packet on any input wave-
length has the flexibility to choose any of the 120 wavelengths.
For the case of no wavelength conversion, we will have K = 3
because an incoming packet on a given input wavelength can
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Fig. 5. Utilization versus buffer capacity [packets] for K = 3, with
PB = 10−3.

choose only the same wavelength, and there are three such
wavelengths on each of the fibers on the output link. The
value of the relevant number of input wavelengths is set to be
the number of input port times the relevant K. For example,
N = 6, for the case of no wavelength conversion, indicates two
input ports.

Then, we consider the case of no wavelength conversion
(K = 3) and a range of N values and buffer capacity. For
each case, using our results for packet blocking probability, we
find the maximal λ value, such that the blocking probability
does not exceed 10−3. Then, we compute the utilization (of the
output line) based on (11). For each N , we plot the utilization
as a function of the buffer capacity [packets] in Fig. 5. Notice
also that, in Fig. 5, we provide an additional curve based on
an M/M/K/K + B queue [48]. The M/M/K/K + B queue
assumes Poisson arrivals and exponential service times. It is
equivalent to our model as N → ∞. Notice that, for the case
N → ∞, the fact that a finite number of input wavelengths
are “frozen” will not affect the Poisson nature of the arrival
process. We can see that the results presented approach the
M/M/K/K + B curve as N increases. This gives us addi-
tional confidence in our approximation as well as a conservative
bound for the utilization. The results seem to be consistent with
those of the study in [35] and [36], where OPS can operate
reasonably efficiently with very small buffers even without
wavelength conversion. However, it is worth noting that, with-
out wavelength conversion, efficiency on routes with many
hops in an all-optical network will be significantly reduced.
In addition, considering our comments in the Introduction on
the nonstationary of the traffic and the fact that we only design
for the busiest minute or so, we can expect lower utilization
in practice. Nevertheless, the nonstationarity is an issue with
which we have always had to deal, regardless of whether the
switching is electronic or optical.

In Fig. 6, we present equivalent results presented in Fig. 5,
but here, we consider the case of full wavelength conver-
sion (K = 120). As expected, the utilization is much higher,
and reasonably efficient operation (70% utilization) can also

Fig. 6. Utilization versus buffer capacity [packets] for K = 120, with
PB = 10−3.

Fig. 7. Utilization versus buffer capacity [packets] for M/M/K/K + B,
with PB = 10−3.

be achieved in the bufferless case. Again, we see that the
M/M/K/K + B curve is consistent with the case N → ∞.

The two M/M/K/K + B curves of Figs. 5 and 6 are plotted
next to each other in Fig. 7. We can see a clear benefit to
full wavelength conversion in OPS for very low buffers, but
the difference diminishes as the buffer capacity increases. For
buffer capacity of 50 packets, both achieve more than 90%
utilization.

One may argue against the blocking probability of 10−3,
so we provide in Fig. 8 the equivalent results for blocking
probability of 10−6. Now, we see that, without wavelength
conversion, the link is almost empty in the bufferless case,
but it increases fast with a small buffer and achieves over
70% utilization with a 50-packet buffer. Finally, we note that
there are many options and variations of provision of limited
wavelength conversion. Each of these options has its own cost
and benefit. However, in terms of blocking probability and
utilization achieved, any such option will perform no worse
than the case of no wavelength conversion and no better than
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Fig. 8. Utilization versus buffer capacity [packets] for M/M/K/K + B,
with PB = 10−6.

the case of full wavelength conversion. The exact performance
curves of various options of limited wavelength conversion is
beyond the scope of this paper.

VI. CONCLUSION

We have considered an open-loop model of a single-node op-
tical packet switch and provided means for evaluation of packet
blocking probability and mean queueing delay. Although in
bufferless cases without wavelength conversion we may need
to sacrifice too much bandwidth or, in other words, run the
transmission links almost empty to obtain acceptable levels of
blocking probability, a small amount of buffering can improve
utilization markedly. This indicates that optical buffers may
not need to be as large as previously thought. However, it is
premature to make strong conclusions about the potential of
all-optical switching. It is expected that, without wavelength
conversion, efficiency on routes with many hops in an all-
optical network will be significantly reduced. Electronically
switched networks, in fact, provide full wavelength conversion
for free, and this is a considerable advantage. Furthermore, the
concerns raised in [34] regarding the power requirements of
high-capacity optical switches and the technological advances
in electronics should always be considered when the potential
of OPS commercialization is evaluated.

APPENDIX

From (10), the average packet blocking probability PB is
given by

PB = 1 − C

O
(13)

or

PB(x) = 1 −
∑K+B−1

i=0 (N − i)x
µpi∑K+B

i=0 (N − i)x
µpi

. (14)

We can rewrite (N − i)xpi/µ as aix
i, where ai(> 0) is a

constant. Therefore, we can rewrite PB(x) as

PB(x) =
aK+BxK+B∑K+B

i=0 aixi

=
1

1 +
(∑K+B−1

i=0 aixi
)/

(aK+BxK+B)

=
1

1 +
∑K+B−1

i=0
1
fi

(15)

where

fi =
aK+B

ai
xK+B−i.

Taking the derivative of PB(x) against x, we have

dPB(x)
dx

=

∑K+B−1
i=0

1
f2

i

dfi

dx(
1 +

∑K+B−1
i=0

1
fi

)2 .

Then, we take the derivative of fi against x and have

dfi

dx
= (K + B − i)

aK+B

ai
xK+B−i−1 > 0.

Note that K + B − i > 0. Therefore, we obtain dPB(x)/dx >
0. This means that PB(x) is a monotonically increasing
function of x.
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