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Optimal Video Placement Scheme
for Batching VOD Services

Wallace K. S. Tang, Eric W. M. Wong, Sammy Chan, and K.-T. Ko

Abstract—Advances in broadband technology are generating an
increasing demand for video-on-demand (VOD) applications. In
this paper, an optimal video placement scheme is proposed for a
batching VOD system with multiple servers. Given a specified re-
quirement of the blocking probability, an optimal batching interval
is derived and the corresponding file placement is obtained by hy-
brid genetic algorithm. It is demonstrated that the specified re-
quirement on blocking probability is satisfied, while both batching
interval and server capacity usage are minimized simultaneously.

Index Terms—Batching, blocking probability, genetic algorithm,
video-on-demand system.

I. INTRODUCTION

WITH the advanced technologies recently developed in the
areas of high-speed networks and multimedia, video-on-

demand service (VOD) is considered as the emerging trend in
home entertainment, as well as in education, banking, home
shopping, and interactive games [7], [24]. Such multimedia ex-
perience is expected to further blossom when broadband cus-
tomer access networks become more popular.

Many VOD services have been proposed in the past few years.
In general, they can be classified into three major types:

1) Unicast Scheme: Each video request is served by a video
stream. Since the stream is dedicated to a single user, interactive
VCR functions can be easily implemented. However, the solu-
tion does not scale well and hence the number of customers that
can be served simultaneously is limited.

2) Multicast Scheme: A number of requests for the same
video are grouped together and served by a video stream. This
approach can reduce the bandwidth loading of the system and
improve the blocking probability [5]. Examples of this scheme
are:

Batching [9]: video request is delayed for a period of time
so that more requests for the same video are collected. The
batch of requests is then served by a multicast video stream.
The major drawback of this scheme is that the customers
have to wait for a batching interval until the video is started
to play. Hence, it may increase the customer dissatisfaction
if the waiting interval is too long.
Patching [18]: video request is firstly served by a unicast
stream and then joined back to a multicast stream. This ap-
proach not only enjoys the saving of bandwidth as batching
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but also introduces zero startup delay. However, it requires
a more complicated control system and is unfavorable for
high request bursts. A similar scheme was also proposed in
[13].

3) Broadcast Scheme: The video is broadcast on a dedicated
channel with a pre-defined schedule. This approach can sup-
port an unlimited number of requests for popular video content
with a constant amount of bandwidth. However, the bandwidth
is wasted if the popularity of the video is low. In addition, cus-
tomers have to wait until the scheduled time is reached. To re-
duce this delay, some improved systems have been suggested
such as pyramid [31], permutation-based pyramid [1] and, sky-
scraper [17]. However, the operations of those systems are quite
complicated at the receiver ends. In particular, the client is re-
sponsible for tuning the appropriate channel in order to down-
load the video content.

Recently, the start-up delay or/and the bandwidth require-
ment for multicast/broadcast VoD schemes have been further
improved. In [6], two techniques were proposed to improve the
multicast and broadcast services in order to reduce the band-
width requirement with little buffering and low delay. To pro-
vide interactivity in the multicast VoD scheme, a split and merge
protocol was suggested in [23]. In [27], a multicast delivery
scheme was developed to support full VCR functionality and
true interactive VoD services while the number of streams re-
quired for interactive customers is minimized.

On the other hand, different combinations of services are also
suggested to achieve cost-performance tradeoffs. Lee [22] com-
bined unicast and broadcast services while Poon [28] combined
unicast, multicast, and broadcast services together.

To realize any kinds of these VOD schemes, the video
content system should have a huge amount of storage capacity
and sufficient bandwidth (or I/O streams). For example, a
1.5-hour movie encoded at 1.5 Mbit/s (Mpeg-1) will require
1 Gbyte storage capacity. Therefore, a video server with a
hundred on-line movies requires a 100 Gbyte storage capacity.
Moreover, if all the movies are to be played concurrently, the
I/O rate of the storage medium must be at least up to 150
Mbit/s. As a result, a multi-server system is usually adopted for
a reasonable size VOD system in order to offer the necessary
storage capacity as well as the I/O access rate.

Given a content system, it is always a challenge to allocate the
thousand of videos with the specified quality of services (QoS).
The video placement exercise is considered as a multiobjective
and constrained problem which is currently handled by an ex-
perienced operator, meaning that a sub-optimal and personnel
dependent solution is usually obtained. The complexity of such
a problem exponentially increases with the numbers of videos
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Fig. 1. Basic configuration of the Batching VOD system.

and servers in the system. The level of difficulty thereby esca-
lates, and this unsatisfactory situation will give rise to dissatis-
faction of customers.

In this paper, a hybrid genetic approach is designed to handle
the video placement problem for a batching VOD service in a
multi-server content system. Batching VOD is considered as an
effective scheme in terms of resource utilization and the system
control. With the proposed placement algorithm implemented,
it is demonstrated that a guaranteed system blocking probability
at the expense of minimized waiting time can be easily achieved.
The proposed approach can also be extended to other systems
with minor modifications.

The hybrid genetic approach is firstly proposed in [30] for a
true VOD system in order to place the video contents on a set
of servers with minimal blocking probability. In this paper, we
have improved the algorithm to minimize the waiting interval of
the batching service, and obtain the corresponding video place-
ment scheme satisfying a specified blocking probability.

The organization of this paper is as follows: The operation of
a batching VOD system is briefly introduced in the next section.
The minimum blocking probability of such a system is then de-
rived and the corresponding batching interval is determined. In
Section III, the placement problem is re-formulated as a modi-
fied bin-packing problem which can be effectively solved by a
proposed heuristic method. The overall video placement scheme
based on hybrid genetic algorithm is then explained in detail
in Section IV. In Section V, the performance of the proposed
scheme is illustrated. Finally, conclusion remarks are drawn in
Section VI.

II. OPERATION OF A BATCHING VOD SYSTEM

Fig. 1 shows a centralized content system [2] with multiple
video servers for a batching VOD service. In order to provide a
large variety of program contents, thousands of videos, encoded
in MPEG format, are stored on one or multiple storage servers.
Interleaving amongst servers is not suggested because of its ad-
verse effect on reliability with a single server failure [14].

The videos can be obtained on demand by a large group of
geographically distributed customers. When the first request ar-

Fig. 2. Batch scheme in the batching VOD system.

rives, a batching window will be started for a time interval .
Requests for the same video arrived within the window will be
grouped together and a multicast stream is assigned randomly
from one of the servers which contains the particular video [5].
It is assumed that the multicast stream can support infinite (or
sufficiently large) number of users in the batch.

The number of concurrent accesses to a server is limited by
the number of supportable multicast streams. If all the multicast
streams of the allocated server are in use, blocking occurs as
depicted in Fig. 2 for Batch #2 and the requests , and
are then rejected.

In practice, customers may renege or leave if they have waited
for too long before the video playback. However, the reneging
time or the exact length of time that the customers will wait be-
fore reneging, is hard to determine [29]. Obviously, the longer a
client has waited, the greater the probability of reneging. In addi-
tion, the reneging time may also depend upon the channel sched-
uling policy. For example, the channel scheduler can attempt
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to influence reneging behavior through prior negotiation, like
granting a maximum delay. In the studied system, it is assumed
that the batching time is acceptable and customers are willing
to wait for at most one batching interval without reneging.

A. Blocking Probability

Let be the popularity of video and the user requests are
modeled as a Poisson arrival rate , the effective request rate of
video with batching can be computed as

(1)

where is the batching interval and is the average
number of requests in a batch.

The effective request rate for the system can be expressed as

(2)

where is the total number of videos available in the system.
The probability of video being requested for a multicast

stream allocation is

(3)

and the system mean service time is

(4)

where is the mean service time of video .
The effective traffic, , coming into the system can be com-

puted as

(5)

Assuming that the interarrival time of the batched requests
is exponentially distributed1, an queueing system
model can be applied for each video server where is the
number of streams supportable by the server . Assuming that

portion of the effective traffic is allocated to server , the
blocking probability of server having multicast streams can
be computed using Erlang B Formula [3]:

(6)

where .

1Under this assumption, the computed blocking probability provides an
upper bound on the minimum blocking probability for a near VOD service
with batching scheme. It is because the coefficient of variation [21] for the
interarrival time of the batched requests is less than the one with exponential
distribution (see Appendix I), implying that the actual distribution is more
deterministic.

The blocking probability of the overall system is then derived
[15] by

(7)

where and is the total number of video servers
in the content system.

B. Optimal Traffic Load Sharing

Referring to (7) and using the method of Lagrange multi-
pliers, we can define

(8)

where is a constant.
Differentiate with respect to , and set the result to zero

for minimization, we have

(9)

Hence, the condition for minimization is to have
such that

(10)

with
.

Defining

(11)

it can be proven that is monotonically increasing with
. Hence, a unique solution for the load sharing vector

can be found by the binary searching method, based on the flow
diagram designed in Fig. 3. The small positive constant is used
to govern the accuracy of the solution .

C. Tradeoff Between Batching Interval and Blocking
Probability

Referring to (5), a larger interval will have a lower ef-
fective traffic density, and hence the lower blocking probability
as given in (7). Fig. 4 depicts the typical relationship between
batching intervals and the blocking probabilities. However, the
increase of batching interval will introduce dissatisfaction to
customers because of the longer waiting time.

For comparison purpose, the blocking probabilities of a sim-
ulated system with different are also depicted in Fig. 4. It
can be observed that the simulated blocking probabilities are al-
ways less than the computed values, and they are close when
is small.
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Fig. 3. (a) Flow diagram to find the optimal set q ; (b) Flow diagram to find q such that '(q ; L ) = K .

Fig. 4. Tradeoff between batching interval and blocking probability.

III. HEURISTIC PLACEMENT METHOD

If it is assumed that the set of copies of each video is known,
it is possible to design an effective heuristic placement scheme
so that the minimum blocking probability is approximated.

A. Formulation of Problem

Assuming that a random allocation scheme is employed
amongst the servers with the same video stored, the probability

of accessing each copy of video can be computed as
where is the number of copies of video and is the
probability that video requested in a batch as given in (3).

If retry is omitted in the system, the probability in accessing
a server can be computed as

(12)

where means that video is stored in server .
The mean service time and the arrival rate of server
can then be derived by

Hence, given a set of the number of copies of the videos,
, minimum blocking probability is achieved

when

(13)
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Fig. 5. Modified bin packing problem in batching VOD system.

where is given in (4) and is the optimal load sharing
of server obtained in Section II.B.

The placement problem is hence formulated as putting the
elements of size into the bins with space

, as shown in Fig. 5.

B. HLF Placement Algorithm

The newly formulated problem is similar to the classical
one-dimensional bin packing, for which many solutions have
been suggested [8], [10], [19], [20]. The original bin-packing
problem is to find the minimum number of fixed-size bins so
that a collection of elements is packed without overflow. In
our problem, however, the number of bins is fixed (which
is equal to the number of video servers) and the ideal space
of each bin is determined based on (10). Therefore,
our modified bin packing problem is to allocate the elements

to bins so that the bins are “nearly” full or “just”
overflow. The ideal case is that all the bins are just “full” which
means that (13) is satisfied.

In [30], a simple heuristic packing strategy, known as
Highest-Load-First (HLF) scheme, has been suggested for this
problem:

For each element to be put into the bin, the bin with max-
imum available space is selected providing that the capacity
constraint is fulfilled and the copy of the same video has not
been put into this bin before.

With HLF, the element should be arranged in a descending
order, meaning that the largest size will be placed first. The
descending approach is more effective by considering the dis-
cretization effect of the element’s size. In general, the number of
elements is relatively large as thousands of videos are to be put
into the content system. Hence, the size of the elements, and also
the discretization effect, introduced by the low popular videos
will be very small.

Given a set of the number of copies of the videos,
, the overall algorithm can be summarized as

follows:

1) Compute the using (4) with batching interval ;

2) Obtain the value of based on the binary searching technique in Fig. 3, and determine

the bin

space of server which is equal to ;

3) For each video , it introduces elements with size ;

4) Sort the elements in descending order according to the size;

5) While (not finished)

{

Select the element according to the sorted order

Choose the bin with maximum available space providing that the capacity of the

server

is not exceeded and the same video has not been put onto it before. If no suitable bin

can be assigned, a constraint violation flag is issued and stop

Allocate the corresponding video into and reduce the available space of the bin by

{

IV. HYBRID GENETIC APPROACH FOR VIDEO PLACEMENT

In order to set up the content system, the overall placement
scheme should identify the number of copies of each video and
their corresponding locations for storage so that

1) the total capacity usage of the servers is minimized, and
2) the batching interval is minimized;

with the constraints that

• the capacity of each server must not be exceeded, and
• the specified blocking probability is to be fulfilled.

Fig. 6 shows the operational flow diagram of the proposed hy-
brid genetic approach. Given a specified blocking probability
for the batching VOD service, the optimal batching interval
can be found by simple iterative approach (see Fig. 6). How-
ever, the computed blocking probability derived in Section II.B
is based on the situation of optimal load sharing. It should be
stressed that it may not be achieveable due to constraints of
storage capacity.

Hence, a genetic algorithm is adopted to find the optimal
placement solution for a given such that a minimum blocking
probability is to be met. If no feasible solution is found,
will be incremented and the GA loop will restart again. From
the simulations, it is demonstrated that only a few iterations are
needed due to the effectiveness of the proposed algorithm.

A. Genetic Algorithm

Genetic algorithms (GAs) [16], [25], [26] have been demon-
strated as a powerful optimization tool for multiobjective prob-
lems [12], [25]. It is inspired by the mechanism of natural se-
lection where stronger individuals would likely be the winners
in a competing environment. The flow of the GA cycle can be
referred to Fig. 6.

The potential solution of the problem, known as a chromo-
some, is structured in an integer string
where is the number of videos. The gene, , represents the
number of copies of video . To ensure that the size of the ele-
ment is smaller than the bin size, the lower bound of the copy
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Fig. 6. Operational flow of the proposed hybrid genetic approach.

of video is the smallest positive integer satisfying the fol-
lowing condition:

(14)

The upper bound of the number of copies is which is
the total number of servers (or bins) in the system.

Initially, a population of chromosomes is randomly gen-
erated. The total capacity usage of each chromosome can
be found out based on the file size of each video and the
corresponding number of copies. The blocking probability is
obtained by applying the HLF algorithm on each chromosome.
A fitness value is then assigned to each chromosome according
to their rank in the population pool based on their objective
values, i.e., blocking probability and capacity usage.

In order to evolve, parents are selected using a fitness pro-
portionate selection scheme. The genes of the parents are then
mixed and recombined for the production of offspring by two
major genetic operations: crossover and mutation.

Multi-point crossover is adopted in our system. An example
of four point crossover depicted in Fig. 7 where the crossover
points are randomly selected. The portions of the two parental
chromosomes are then exchanged to form their offspring.

As in mutation, the aim is to introduce genetic variation into
the chromosome. Each gene of the chromosome is randomly

Fig. 7. Four-point crossover.

altered within the searching domain with a small
probability.

From this process of evolution (manipulation of genes), it
is expected that the “better” chromosome will create a larger
number of offspring, and thus has a higher chance of surviving in
the subsequent generations, emulating the survival-of-the-fittest
mechanism in nature.

The cycle of evolution is repeated until a desired termination
criterion is reached. The criterion can be set by the number of
generations, or the amount of variations of individuals between
different generations, or a pre-defined value of fitness.

1) Fitness Value: The fitness value is used to reflect the
“goodness” of the chromosome for the problem. In this place-
ment problem, the solution is feasible only if the specified
blocking probability is satisfied. Using the multi-objective
pareto ranking approach [11], let and be the blocking
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Fig. 8. Pareto-based fitness with goal information.

TABLE I
SYSTEM CONFIGURATION

probability and the total capacity usage, respectively, chromo-
some is dominated by chromosome if

The fitness of chromosome can be determined by its rank
in the population computed as

(15)

if chromosome is dominated by other chromosomes in the
population.

Fig. 8 shows an example of 5 chromosomes in a population.
Chromosome A is ranked as 1 and considered as the best (non-
dominated) for minimizing and . Chromosome B is ranked
as 2 because it is dominated by chromosome A due to the con-
dition [C4] while C is ranked as 3 because it is dominated by
chromosomes A and B due to the condition [C3]. Chromosome
D is ranked as 4 due to the condition [C1] since its blocking
probability is larger than and that of chromosomes A, B,
and C.

2) Constraint Handling: If the server capacity constraint is
violated when HLF is performed, a penalty value is assigned
to the objectives so as to reflect the condition of the low per-
formers.

3) Selection of Solutions: The fittest chromosome obtained
in the final population is considered as a solution if the spec-
ified blocking probability is satisfied. Otherwise, the batching
interval is incremented by and a new GA cycle will be
initiated.

V. EXPERIMENTAL RESULTS

The configuration of the content system is listed as follows:

Fig. 9. Duration of videos with their ranks in popularity.

The popularities of the videos are assumed to be governed by
Zipf-like distribution [4] as given below:

(16)

where and is a constant describing the
popularity distribution of the videos.

A. Test 1: Multiobjective Optimization

In the content system, it is assumed that there are 200 videos,
randomly selected from several categories, forming a list with
scale similar to some local VOD services. Their popularities are
assigned based on their ID and Zipf’s law with is
applied [2]. The duration of videos are depicted in Fig. 9.

Assuming that the arrival rate and the desired
blocking probability of the system is less than 1%, then,
the minimum batching interval minutes with the
blocking probability equals to 0.9996%.

Fig. 10 shows the blocking probability and the total capacity
usage of the best chromosome against the generation. The
blocking probability and the capacity usage of the final solution
are 0.999 962% and 405.334 GByte, respectively, with a
batching interval of 1.96 minutes.

B. Test 2: Duration and Popularity

Since the relationship of the popularity and the duration may
vary from case to case, three different situations are studied:

• Case 1: the videos with shorter duration have higher pop-
ularity

• Case 2: the videos with longer duration have higher pop-
ularity

• Case 3: the ranks of the popularity are randomly assigned
(same as Test 1)

All the conditions in Test 1 are kept, and the best solutions
on three different cases are tabulated as Table II. It should be
noticed that only a single copy is needed for each video in both
Cases 1 and 2.

C. Test 3: Popularity Distribution

The distribution of the video popularities implies different
customer perference. If is small, the popularity is more uni-
form while requests are concentrated onto the few videos if is
large, as illustrated in Fig. 11.
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Fig. 10. Blocking probability and the capacity usage of the best chromosome.

TABLE II
SOLUTION OBTAINED IN TEST 2

Fig. 11. Popularity distributions with different � .

Considering three different cases:

• Case 1: uniform distribution,
• Case 2: (same as Test 1)
• Case 3: which means the distribution is concen-

trated on a few videos.
Assuming that 1% of blocking probability is required, the solu-
tions obtained are tabulated as Table III.

TABLE III
SOLUTION OBTAINED IN TEST 3

TABLE IV
OPTIMAL PLACEMENT WITH SINGLE COPY ONLY

TABLE V
OPTIMAL PLACEMENT WITH TWO COPIES

Table IV shows the best obtainable blocking probability if
only one copy is assumed for each video. Comparing Tables III
and IV, it can be found that a small increase in the capacity usage
can cause a significant improvement by the proposed method, as
demonstrated in Case 3.

Table V tabulates the best solution if exactly two copies for
each video are assumed. It shows that the design specification
can only be achieved in Case 1. Together with Tables III and
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IV, it is concluded that proper number of copies and their cor-
responding locations should be made in order to minimize the
blocking probability as well as the capacity usage.

VI. CONCLUSION

In this paper, an optimal video placement scheme is proposed
for a batching VOD multi-server system. By formulating the
video placement problem as a modified bin-packing problem,
the problem can be effectively solved by the proposed hybrid
genetic approach. Given a specified blocking probability, it is
demonstrated that the minimum batching interval can be deter-
mined and the copies of each video are allocated with the server
capacity usage minimized.

APPENDIX I
COEFFICIENT OF VARIATION FOR BATCHED REQUEST

The interarrival time of the batched requests is equal to the
batching interval plus the original interarrival time of the
user requests with mean .

Let be the mean of , we have

The standard deviation of is computed as

Hence, the coefficient of variation of is equal to

Since the coefficient of variation of is equal to 1,
for all positive .
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