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Multilayer Perceptron 
 
 

Chapter Intended Learning Outcomes: 
 
(i) Understand multilayer perceptron and its properties 
 
(ii) Understand back propagation algorithm for training 

multilayer perceptron  
 
(iii) Investigate underfitting and overfitting as well as bias-

variance tradeoff in machine learning 
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Structure of Multilayer Perception 
 

The perceptron and ADALINE have only one artificial neuron, 
and basically can only perform binary classification in the 
linearly separable case. 
 

Multiple neurons with multiple layers, referred to as 
multilayer perceptron (MLP), can overcome these limitations. 
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This is also referred to as feedforward neural network (NN). 
Here, “feedforward” means that signals flow from the input 
layer to the output layer in a forward direction. 
 

It consists of: 
 

 Input layer: Contains the inputs including the bias as in 
perceptron. No computation is performed.  
 Hidden layer(s): There is at least one hidden layer with 

hidden neurons. Each hidden neuron is a perceptron, 
performing linear combination and then activation.  
 Output layer: Contains output neurons performing 

computation as in perceptron. 
 

We can call the example network a 2-hidden-layer MLP or NN. 
 

The network is fully connected, i.e., a neuron in any layer is 
connected to all the neurons or nodes in the previous layer. 
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If there are no hidden layers and only one output neuron 
using sign activation function, NN reduces to perceptron. 
 

The hidden neurons act as feature detectors by performing 
nonlinear transformation on the input data into a feature 
space such that different classes may be more easily 
separated than using the input data space. As perceptron has 
no hidden neuron, no feature space is formed. 
 

Instead of directly using the input in the input layer, features 
can be used when there is additional feature extraction step. 
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Typical Activation Functions in Neural Networks 
 
Activation function is a nonlinear and differentiable function. 
 
Logistic function: 
 

          (1) 
 
>> syms f a v 
>> f=1/(1+exp(-a*v)); 
>> diff(f,v) 
ans = (a*exp(-a*v))/(exp(-a*v) + 1)^2 
 

    (2) 

 
The simplest setting corresponds to . 
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Hyperbolic tangent function: 
 

     (3) 
 

which can be considered as a modified logistic function. 
 
>> syms f a b v 
>> f=a*tanh(b*v); 
>> diff(f,v) 
ans = -a*b*(tanh(b*v)^2 - 1) 
 

      (4) 

 
The simplest setting corresponds to : 
 

 (5) 
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At : 
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Rectified linear function: 
 

         (6) 

 

It is also known as ReLU, which stands for rectified linear unit. 
 

          (7) 

 
Note that at , there is no unique derivative because at 

, the slope is 1 while that of  is 0. We may ignore 
this case because  is unlikely to occur. 
 
>> v=-10:0.01:10; 
>> f=max(v,0); 
>> plot(v,f) 
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The activation functions and their derivatives should be easy 
to compute to facilitate the output computation and weight 
determination. 
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Back Propgation Algorithm 
 

As in single neuron case, we need to determine the weights 
in all hidden and output layers, denoted by , for the 
classification model.  
 

Suppose we have training input-output dataset . 
 

A cost function  is first needed, from which  is 
determined via its optimization.   
 

We start with the batch mode and establish an error function 
 using the th training pair at the output neuron : 

 
 

 

where  is the actual NN output and we may write 
 such that  is nonlinear. 
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According to least squares (LS) criterion, the cost function 
based on the th training pair at all output neurons is: 
 

          (8) 
 

Together with all  training data, the overall cost function is: 
 

  (9) 
 

and the LS estimate is: 
 

 
 

However, it is difficult to perform weight computation even 
for minimizing  as it is a nonlinear regression problem. 
It is because the weights in a hidden layer will undergo 
multiple nonlinear operations, and  has multiple minima. 
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Standard solution is back propagation (BP) algorithm which 
aims to minimize  in online mode via gradient descent. 
 
For each epoch, we randomize the order in the training set 

, and then update all weights at each  via 
minimizing , , …, , in a sequential manner. 
 
At the end of each epoch, we compute  and the algorithm 
terminates after a sufficient number of epochs. 
 
At the output layer, the updating rule in minimizing  is 
similar to that of perceptron.  
 
While in updating hidden layer neurons, there are no desired 
signals like , and propagation of  is involved. 
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To ease presentation, signal flow graph which consists of only 
nodes and directed branches, is introduced: 

 

 

Output node signal is equal to 
the branch gain times input 
node signal. 
 
Branch gain can mean a 
function. 
 
 
Signal at a node of a flow 
graph is equal to the sum of 
the signals from all branches 
connecting to the node.  
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Consider output neuron : 
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Looking from right to left: 
 

 
 

 
 

         (10) 

 

Like perceptron, bias  is absorbed in (10) and difference 
is that the input corresponds to hidden layer with . 
 

Applying the idea of LMS algorithm with chain rule: 
 

     (11) 
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The iterative procedure is called delta rule: 
 

                          (12) 
 

where  is the learning rate parameter. Defining local 
gradient : 
 

   (13) 

 
We can write: 

                                                      (14) 
 

 or  will then be used to compute  
, and  with  in a feedforward 

mode. 
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That is, for each input-output pair, there are two passes of 
computation: 
 
 Forward pass: compute outputs at all hidden and output 

layers 
 

 Backward pass: update weights by passing the error from 
the output layer to first hidden layer. 
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Consider hidden neuron : 

 



H. C. So                                                                                       Page 20                                          Semester A 2021/22 

To avoid confusion, index  is now used in output layer. Now 
we write: 
 

                                                          (15) 

 

The correction term  in the delta rule still has the form 
as in (14) but the local gradient becomes: 
 
                                        (16) 

 
To find , we need to relate with : 
 

 

 



H. C. So                                                                                       Page 21                                          Semester A 2021/22 

Employing (15) and applying chain rule again: 
 

                                                       (17) 

 
With the use of (13) and (17), (16) becomes: 
 

                                  (18) 
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To summarize,  is computed as: 
 

 
 
where the local gradient is given by (13) for output node and 
(18) for hidden node. 
 
To specify  at the input and output layers, respectively, 
we can write: 

 
 

 
 

Assuming logistic activation function and using (2) and (13), 
the local gradient at output node is: 
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While the local gradient at hidden node is  
 

 

 

From (12), the performance of the delta rule depends on  
which has a tradeoff between convergence rate and stability. 
In practice, a large  is adopted at the beginning to achieve 
fast convergence while using a small  upon convergence. 
Note that we can set different values of  at different layers. 
 

(12) can also be improved by adding momentum term: 
 

                                                  (19) 
 

which is also called generalized delta rule, and  is the 
momentum constant. 
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Solving (19) yields: 
 

 

 

which is an exponentially weighed sum of gradients.  
 

The improvement might be explained: 
 

 Large amount of adjustment when the gradient 
 has the same sign for consecutive updates, 

leading to convergence acceleration.  
 

 Small amount of adjustment when the gradient 
 has the opposite signs for consecutive 

updates, leading to a stabilizing effect. 
 

Compared with (12), the momentum term may also prevent 
learning process from terminating in a shallow local minimum. 
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For a NN with  layer, the BP can be summarized as: 
 

1. Randomly initialize all weights . 
2. For each epoch, randomize the order in , and 

we may consider  as time index. 
3. For each , we perform 

(i) Forward computation: 
Compute signals at layer  using outputs at layer  
 

 

 
 

Compute error signals at output layer 
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(ii) Backward computation: 
Compute local gradients 
 

 

  Update weights 
 

 
 

4. Repeat Step 3 until a stopping criterion is reached.  
 

At each epoch, an input-output pair is picked at random in 
performing the gradient update, which is also referred to as 
stochastic gradient descent (SGD). 
 

Apart from SGD, mini-batch gradient descent is also popular 
where a subset of training data is involved per iteration. 
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Now we apply NN to implement the nonlinearly separable 
XOR operator: 
 

 
 
 
 



H. C. So                                                                                       Page 28                                          Semester A 2021/22 

Perform XOR function without momentum 
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>> stdBPXOR 
a =    0.9773   -0.9826   -0.9829    0.9773 

 
https://www.mathworks.com/help/deeplearning/ref/traingd.html 

dX = lr * dperf/dX 
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Perform XOR function with momentum 
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>> stdmomBPXOR 
a = 0.9774   -0.9831   -0.9845    0.9777 

 
https://www.mathworks.com/help/deeplearning/ref/traingdm.html 

dX = mc*dXprev + lr*(1-mc)*dperf/dX 
mc is set between 0 (no momentum) and values close to 1 
(lots of momentum). 
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Perform XOR function with momentum and adaptive  
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>> gdmxBPXOR 
a = 1.0000   -1.0000   -1.0000    1.0000 

 
https://www.mathworks.com/help/deeplearning/ref/traingdx.html 
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For each epoch , if performance decreases toward the goal, 
i.e.,  
 

 
 

indicating that the mean square error (MSE) is gradually 
decreasing, then  is increased by the factor lr_inc. 
 
If performance increases by more than the 
factor max_perf_inc, i.e.,  
 

 * max_perf_inc 
 

indicating the MSE is oscillating, then  is adjusted by the 
factor lr_dec and the change that increased the performance 
is not made, i.e., we keep the weights at epoch  for epoch 

. 
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In fact, 2 hidden neurons are sufficient for XOR, e.g., 
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Bottom and top hidden neurons have 
positive and negative connections to 
output neuron, respectively. 
 

: 
When both hidden neurons are off, output 
neuron remains off. 
 

: 
When both hidden neurons are on, output 
neuron still remains off because top hidden 
neuron has larger negative weight. 
 

 or : 
When the top hidden neuron is off and 
bottom hidden neuron is on, output 
neuron is on because of the positive 
weight in bottom hidden neuron. 
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Can you use other weights to achieve the XOR operator? 
Can you see the function of the bottom hidden neuron? 
Can you see the function of the top hidden neuron? 
 
We can return to the double-moon example with nonlinearly 
separable cases: 
 

Size of input layer = 2 
Size of hidden layer = 20 
Size of output layer =1 
Training data = 2000 per class 
Hyperbolic tangent activation function:  
Learning rate   
Mean removal and normalization are first applied on the input 
data 
Decision boundary is obtained by contour command, 
corresponding to output = 0 (  or ) 
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Perfect classification for training data: 
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A few misclassification cases: 
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Testing and Validation 
 

Unlike XOR or other logic functions, in many practical 
scenarios, the inputs are of any values like double-moon data. 
 

In many supervised learning algorithms including the BP, we 
can achieve accurate classification results for training data. 
 

However, an algorithm that will give perfect results using the 
known data is not useful. In fact, the algorithm is expected 
to perform well for unseen data. 
 

To determine the appropriate weights and evaluate the 
performance of unseen data, we can divide the original data 
into training, validation and test sets. 
 

Overfitting refers to the scenario when the algorithm 
performs very well in the training phase or the training MSE 
is very small while it performs poor for unseen data. 
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Source: https://www.brainstobytes.com/test-training-and-validation-sets/ 
 
 
Validation set aims to find the best model or weights from 
various trained models for unseen data 
 
Based on the model determined in the validation stage, we 
use test set as unseen data to check for performance such as 
classification error. 
 

https://www.brainstobytes.com/test-training-and-validation-sets/
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Early-Stopping Method 
 

Overfitting can happen if the algorithm has seen the training 
data too many times, i.e., there have been too many epochs. 
 

 
No overfitting as both training and test data have same trend 
but we can stop the training error becomes steady. 
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Overfitting occurs as the error in the test data increases with 
more epochs.  
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To avoid overfitting, early-stopping method can be used with 
a validation dataset. 

 
We use weights at early-stopping point for the model from 
which classification accuracy is determined with test set.  
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Consider a generalized XOR function with input  
where , and output . 
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Without early-stopping: 

 



H. C. So                                                                                       Page 50                                          Semester A 2021/22 

 
 

We use the weights at 200th epoch, corresponding to the 
best training performance, to produce the classification 
boundary. 
 

Note that in practice, we may not compute the error of 
validation set per epoch to save computation, e.g., compute 
every 5 epochs. 
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With early-stopping: 
 

  
 
Now we use the weights at the epoch such that the validation 
set has the minimum error. 
 
The produced decision boundary is closer to the ideal one. 
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Universal Approximation Theorem 
 

Another application in supervised learning is function 
approximation.  
 
Assume the underlying relation is  where  is 
unknown, we want to estimate  based on a set of input and 
output, . 
 
Note that the estimated , denoted by  does not have a 
closed-form expression like tangent, sine and sinc. 

 
Source: Supervised, Unsupervised, And Semi-Supervised Learning With Real-Life Usecase (enjoyalgorithms.com) 

https://www.enjoyalgorithms.com/blogs/supervised-unsupervised-and-semisupervised-learning
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Universal approximation theorem states that under quite 
weak conditions, any continuous function can be 
approximated with a single-layer NN to any degree of 
accuracy. That is, better approximation can be achieved with 
more hidden nodes. 
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Consider using a single-layer NN to approximate a sinc 
function: 

 

 

Number of hidden nodes =100 
 
25 training input-output data 
with  and 
noise-free  
 
Test input  
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No overfitting is observed for noise-free case. 
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Accurate approximation is observed for , 
except for the extrapolation points. 

-5 -4 -3 -2 -1 0 1 2 3 4 5
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Training data
Approximation



H. C. So                                                                                       Page 57                                          Semester A 2021/22 

With noisy output: 

  
 
Overfitting is observed for noisy case. 
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Even with weights from the early-stopping point, accurate 
function approximation cannot be achieved. 
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Bias and Variance Tradeoff 
 

Consider function approximation in the presence of noise: 
 

 
 

where  is zero-mean noise with variance , and is 
independent of .  
 

Applying supervised learning using a set of training data 
, an approximation function  is obtained. 

 

Consider , which is not in the training set, the estimated 
function value based on the trained model is then . 
 

The error using the trained model is: 
 

                         (20) 
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As different training datasets produce different ,  can 
be viewed as a random variable. The MSE of  is then: 
 

        (21) 
where 

 
 

The first, second, and third terms of (21) are variance, bias, 
and noise floor, respectively.  
 

While we have no control on , a balance between bias and 
variance can be attained. 
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Ideally, we want low bias and low variance. 
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Overfitting occurs when we train our algorithm too well on 
the training data, possibly with too many parameters for 
fitting, leading to high variance. 
 
An analogy: a 2-year old boy playing with his first jigsaw 
puzzle. After many attempts, he finally succeeds. Thereafter 
he finds it much easier to solve the puzzle. But has he really 
learned how to do jigsaw puzzles or has he just memorized 
the one picture? 
 
Underfitting occurs when the algorithm is too simple, possibly 
with too few parameters for fitting, or not sufficiently trained, 
leading to high bias. 
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Consider a function approximation example again: 

 
 
 



H. C. So                                                                                       Page 64                                          Semester A 2021/22 

Large bias for a simple model which is a straight line: 
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Perfect fit with a training subset: 
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Perfect fit with another training subset: 

 
We see large variations between 2 realizations of , 
indicating large variance. 
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A good fit can be achieved for a model which is not too simple 
or too complex, e.g., a cubic polynomial: 
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A balanced model is: 
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Weight-Decay Regularization 
 

To avoid overfitting due to too many parameters, 
regularization can be applied. 
 

The overall cost function of (9) to be minimized becomes: 
 

     (22) 
 

where  is the regularization parameter containing the 
prior information of . 
 

Here, the idea of regularization is to reduce magnitudes of 
 so that their impacts on the model is reduced. 

 

The BP algorithm can be easily modified because: 
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Hence  in (12) is reduced, referred to as weight decay: 
 

 
 

To find , we search on a logarithmic scale instead of linear 
scale and use a test set on a trained model with different . 
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Consider classification between 2 classes of data: 
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Without regularization: 
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Too complicated model: 
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With regularization: 
 

net.performParam.regularization=0.5; 
 
Simpler model with satisfactory classification performance: 
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