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Abstract

The mobile Internet has experienced rapid development in recent years, lead-

ing to an unprecedentedly urgent demand for data rate in cellular networks.

Thanks to the substantial capacity gains from implementing multiple antennas

at both the base-station (BS) and the user sides, multiple-input-multiple-output

(MIMO) technology has been widely adopted in current cellular standards such

as Long Term Evolution (LTE). To provide a high data rate to support the vast

amounts of mobile applications in the future, a large number of antennas are

expected to be employed at BSs in the next-generation cellular network.

To evaluate the performance of MIMO cellular networks with massive BS

antennas, significant efforts have been made in previous studies. Most of them,

nevertheless, focus on the co-located BS antennas. If the BS antennas are grouped

into geographically distributed clusters and connected to a central processing unit

by fiber, substantial capacity gains can be expected. In the meantime, the imple-

mentation cost of distributed BS antennas is much higher than that of co-located

ones. It is, therefore, of great practical importance to compare the rate perfor-

mance of different BS antenna layouts to ascertain whether the increased cost is

justified.

This thesis is devoted to a comparative study of the downlink performance

of MIMO cellular networks with massive BS antennas which are either co-located

at the center of each cell or grouped into uniformly distributed clusters in the

inscribed circle of each cell. In the single-user case, the effect of the channel state

information at the transmitter side (CSIT) on the scaling behavior of the average

ergodic capacity is studied. By assuming that the number of BS antennas and

the number of user antennas go to infinity with a fixed ratio, explicit expressions

for the asymptotic average ergodic capacity with the co-located antenna (CA)

layout and an asymptotic lower-bound of the average ergodic capacity with the

distributed antenna (DA) layout are derived for the cases with and without CSIT.

The analysis reveals that the average ergodic capacity with the DA layout has a

higher scaling order than that with the CA layout regardless of whether CSIT is

available or not.

The analysis is further extended to a multi-user MIMO cellular system with

two representative linear precoding schemes: singular-value-decomposition (SVD)



and block diagonalization (BD). By assuming that the number of BS antennas

and the number of user antennas go to infinity with a fixed ratio, the asymptotic

average ergodic rate with the CA layout and an asymptotic bound of the average

ergodic rate with the DA layout are derived for the SVD and BD cases. In the

single-cell case, the analysis reveals that for both SVD and BD, the average ergodic

rate with the DA layout has a higher scaling order than that with the CA layout,

and the gains become more prominent when an orthogonal precoding scheme such

as BD is adopted. In the multi-cell case, despite the fact that the average rate

performance is degraded by the inter-cell interference, the scaling orders with the

CA and DA layouts remain the same as the single-cell case.

Finally, the effect of power allocation on the ergodic rate is studied. With

equal power allocation, the ergodic rates with the CA and DA layouts are shown to

be sensitive to the user’s position. Interference-aware power allocation schemes are

then proposed to achieve a uniform ergodic rate in the CA and DA cases. Despite

the better fairness, the average rates in both cases are degraded compared to that

with equal power allocation, indicating a fundamental tradeoff between fairness

and average rate performance. With the DA layout, the tradeoff is more evident,

and becomes increasingly significant as the ratio of the number of BS antennas

to the total number of user antennas increases, which highlights the importance

of including fairness as an indispensable constraint in the design of distributed

MIMO cellular systems.
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C Set of complex numbers

R Set of real numbers

Bi Set of BS antennas of Cell i

Ki Set of users of Cell i

Lil Set of BS antennas at the l-th cluster in Cell i

α Path-loss factor

β Ratio of the number of user antennas to the number

of BS antennas at each cluster

ξ Ratio of the number of BS antennas to the total number of

user antennas in each cell

ρk Radial coordinate of user k

θk Angular coordinate of user k

γk,m Large-scale fading coefficient from user k to

BS antenna m

γCk,m Large-scale fading coefficient from user k to

BS antenna m with the CA layout

γDk,m Large-scale fading coefficient from user k to

BS antenna m with the DA layout

βk,m Normalized large-scale fading coefficient from user k to

BS antenna m

βCk,m Normalized large-scale fading coefficient from user k to
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BS antenna m with the CA layout

βDk,m Normalized large-scale fading coefficient from user k to

BS antenna m with the DA layout

M Number of BS antennas per cell

N Number of user antennas

K Number of users per cell

Nc Number of BS antennas at each cluster

L Number of BS antenna clusters per cell

Pt Total transmit power at each BS

P̄k Average transmit power for user k

N0 Noise power

P int
k Normalized inter-cell interference power at user k

P int,C
k Normalized inter-cell interference power at user k

with the CA layout

P int,D
k Normalized inter-cell interference power at user k

with the DA layout

dk,l,i Distance from user k to BS antenna cluster l in Cell i

d
(l)
k,i Distance from user k to the l-th closest BS antenna cluster

in Cell i

d
(1)
k,K0

Distance from user k to the closest user among the

other users in Cell 0

xk Transmitted signal for user k
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yk Received signal of user k

zk Noise at user k

uintrak Intra-cell interference at user k

uinterk Inter-cell interference at user k

rUk Position of user k

rBm Position of BS antenna m

γk,Bi Large-scale fading vector between user k and BS antennas

in Cell i

βk,Bi Normalized large-scale fading vector between user k and

BS antennas in Cell i

Gk,Bi Channel gain matrix between user k and the BS antennas

in Cell i

G̃k,Bi Normalized channel gain matrix between user k and

BS antennas in Cell i

Hk,Bi Small-scale fading matrix between user k and BS antennas

in Cell i

Γk,Bi Large-scale fading matrix between user k and BS antennas

in Cell i

Bk,Bi Normalized large-scale fading matrix between user k and

BS antennas in Cell i

Qintra
k Covariance matrix of intra-cell interference at user k

Qinter
k Covariance matrix of inter-cell interference at user k
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Qinter,C
k Covariance matrix of inter-cell interference at user k

with the CA layout

Qinter,D
k Covariance matrix of inter-cell interference at user k

with the DA layout

Wk Precoding matrix for user k

WSV D
k Precoding matrix with SVD for user k

WBD
k Precoding matrix with BD for user k

Rk Ergodic rate of user k

R̄ Average ergodic rate

RC
k Ergodic rate of user k with the CA layout

RD
k Ergodic rate of user k with the DA layout

RS
k Ergodic capacity of user k in the single-user case

RS−o
k Ergodic capacity of user k without CSIT in the

single-user case

RS−o−C
k Ergodic capacity of user k without CSIT with the CA layout

in the single-user case

RS−o−D
k Ergodic capacity of user k without CSIT with the DA layout

in the single-user case

RS−w
k Ergodic capacity of user k with CSIT in the single-user case

RS−w−C
k Ergodic capacity of user k with CSIT with the CA layout

in the single-user case

RS−w−D
k Ergodic capacity of user k with CSIT with the DA layout
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in the single-user case

RMU
k Ergodic rate of user k in the multi-user single-cell case

RMU−SV D
k Ergodic rate of user k with SVD in the multi-user

single-cell case

RMU−BD
k Ergodic rate of user k with BD in the multi-user

single-cell case

RMU−SV D−C
k Ergodic rate of user k with SVD with the CA layout

in the multi-user single-cell case

RMU−BD−C
k Ergodic rate of user k with BD with the CA layout

in the multi-user single-cell case

RMU−SV D−D
k Ergodic rate of user k with SVD with the DA layout

in the multi-user single-cell case

RMU−BD−D
k Ergodic rate of user k with BD with the DA layout

in the multi-user single-cell case

RMC
k Ergodic rate of user k in the multi-user multi-cell case

RMC−D
k Ergodic rate of user k with the DA layout in the multi-user

multi-cell case

RMC−SV D
k Ergodic rate of user k with SVD in the multi-user

multi-cell case

RMC−BD
k Ergodic rate of user k with BD in the multi-user

multi-cell case

RMC−SV D−C
k Ergodic rate of user k with SVD with the CA layout

in the multi-user multi-cell case
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RMC−BD−C
k Ergodic rate of user k with BD with the CA layout

in the multi-user multi-cell case

RMC−SV D−D
k Ergodic rate of user k with SVD with the DA layout

in the multi-user multi-cell case

RMC−BD−D
k Ergodic rate of user k with BD with the DA layout

in the multi-user multi-cell case

Rk Asymptotic ergodic rate of user k

RC
k Asymptotic ergodic rate of user k with the CA layout

RD
k Asymptotic ergodic rate of user k with the DA layout

RS−o−C
k Asymptotic ergodic capacity of user k without CSIT

with the CA layout in the single-user case

RS−o−D
k Asymptotic ergodic capacity of user k without CSIT

with the DA layout in the single-user case

RS−o−D
k,lb Asymptotic lower-bound of ergodic capacity of user k

without CSIT with the DA layout in the single-user case

RS−w−C
k Asymptotic ergodic capacity of user k with CSIT

with the CA layout in the single-user case

RS−w−D
k Asymptotic ergodic capacity of user k with CSIT

with the DA layout in the single-user case

RS−w−D
k,lb Asymptotic lower-bound of ergodic capacity of user k

with CSIT with the DA layout in the single-user case

RMU−SV D−C
k Asymptotic ergodic rate of user k with SVD

with the CA layout in the multi-user single-cell case
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RMU−SV D−D
k Asymptotic ergodic rate of user k with SVD

with the DA layout in the multi-user single-cell case

RMU−SV D−D
k,ub Asymptotic upper-bound of ergodic rate of user k with SVD

with the DA layout in the multi-user single-cell case

RMU−BD−C
k Asymptotic ergodic rate of user k with BD

with the CA layout in the multi-user single-cell case

RMU−BD−D
k Asymptotic ergodic rate of user k with BD

with the DA layout in the multi-user single-cell case

RMU−BD−D
k,lb Asymptotic lower-bound of ergodic rate of user k with BD

with the DA layout in the multi-user single-cell case

RMC−SV D−C
k Asymptotic ergodic rate of user k with SVD

with the CA layout in the multi-user multi-cell case

RMC−BD−C
k Asymptotic ergodic rate of user k with BD

with the CA layout in the multi-user multi-cell case

RMC−BD−D
k Asymptotic ergodic rate of user k with BD

with the DA layout in the multi-user multi-cell case

RMC−BD−D
k,lb Asymptotic lower-bound of ergodic rate of user k with BD

with the DA layout in the multi-user multi-cell case

RMC−SV D−C
k,epa Asymptotic ergodic rate of user k with SVD and

equal power allocation with the CA layout

in the multi-user multi-cell case

RMC−BD−C
k,epa Asymptotic ergodic rate of user k with BD and

equal power allocation with the CA layout
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in the multi-user multi-cell case

RMC−SV D−C
k,cpa Asymptotic ergodic rate of user k with SVD and

channel-inversion power allocation with the CA layout

in the multi-user multi-cell case

RMC−BD−C
k,cpa Asymptotic ergodic rate of user k with BD and

channel-inversion power allocation with the CA layout

in the multi-user multi-cell case

RMC−SV D−C
k,ipa Asymptotic ergodic rate of user k with SVD and

interference-aware power allocation with the CA layout

in the multi-user multi-cell case

RMC−BD−C
k,ipa Asymptotic ergodic rate of user k with BD and

interference-aware power allocation with the CA layout

in the multi-user multi-cell case

R̄ Asymptotic average ergodic rate

R̄C Asymptotic average ergodic rate with the CA layout

R̄S−o−C Asymptotic average ergodic capacity without CSIT

with the CA layout in the single-user case

R̄S−o−D
lb Asymptotic lower-bound of the average ergodic capacity

without CSIT with the DA layout in the single-user case

R̄S−w−C Asymptotic average ergodic capacity with CSIT

with the CA layout in the single-user case

R̄S−w−D
lb Asymptotic lower-bound of the average ergodic capacity

with CSIT with the DA layout in the single-user case
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R̄MU−SV D−C Asymptotic average ergodic rate with SVD with the

CA layout in the multi-user single-cell case

R̄MU−SV D−D
ub Asymptotic upper-bound of the average ergodic rate with

SVD with the DA layout in the multi-user single-cell case

R̄MU−BD−C Asymptotic average ergodic rate with BD with the CA

layout in the multi-user single-cell case

R̄MU−BD−D
lb Asymptotic lower-bound of the average ergodic rate with

BD with the DA layout in the multi-user single-cell case

R̄MC−SV D−C Asymptotic average ergodic rate with SVD with the CA

layout in the multi-user multi-cell case

R̄MC−BD−C Asymptotic average ergodic rate with BD with the CA

layout in the multi-user multi-cell case

R̄MC−BD−D
lb Asymptotic lower-bound of the average ergodic rate with

BD with the DA layout in the multi-user multi-cell case

µk Average received SINR of user k

µSk Average received SNR of user k in the single-user case

µS−Ck Average received SNR of user k with the CA layout

in the single-user case

µMU−SV D
k Average received SINR of user k with SVD in the

multi-user single-cell case

µMU−SV D−C
k Average received SINR of user k with SVD with the CA

layout in the multi-user single-cell case
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µMU−BD
k Average received SINR of user k with BD in the

multi-user single-cell case

µMU−BD−C
k Average received SINR of user k with BD with the CA

layout in the multi-user single-cell case

µMC−SV D
k Average received SINR of user k with SVD in the

multi-user multi-cell case

µMC−SV D−C
k Average received SINR of user k with SVD with the CA

layout in the multi-user multi-cell case

µMC−BD
k Average received SINR of user k with BD

in the multi-user multi-cell case

µMC−BD−C
k Average received SINR of user k with BD with the CA

layout in the multi-user multi-cell case

µ̄MU−SV D−D
k Normalized average received SINR of user k with SVD

with the DA layout in the multi-user single-cell case

µ̄MU−SV D−D
k,ub Upper-bound of the normalized average received SINR

of user k with SVD with the DA layout in the multi-user

single-cell case

µ̄MC−BD−D
k Normalized average received SINR of user k with BD

with the DA layout in the multi-user multi-cell case

µ̄MC−SV D−C
k,epa Normalized average received SINR of user k with SVD

and equal power allocation with the CA layout in the

multi-user multi-cell case

µ̄MC−BD−C
k,epa Normalized average received SINR of user k with BD
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and equal power allocation with the CA layout in the

multi-user multi-cell case

µ̄MC−SV D−C
k,cpa Normalized average received SINR of user k with SVD and

channel-inversion power allocation with the CA layout

in the multi-user multi-cell case

µ̄MC−BD−C
k,cpa Normalized average received SINR of user k with BD and

channel-inversion power allocation with the CA layout

in the multi-user multi-cell case

µ̄MC−SV D−C
k,ipa Normalized average received SINR of user k with SVD and

interference-aware power allocation with the CA layout

in the multi-user multi-cell case

µ̄MC−BD−C
k,ipa Normalized average received SINR of user k with BD and

interference-aware power allocation with the CA layout

in the multi-user multi-cell case

µ̃MC−D
k Instantaneous received SINR of user k with the DA layout

in the multi-user multi-cell case

µ̃MC−SV D−D
k Instantaneous received SINR of user k with SVD

with the DA layout in the multi-user multi-cell case

µ̃MC−BD−D
k Instantaneous received SINR of user k with BD with

the DA layout in the multi-user multi-cell case
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Introduction

1.1 Next-Generation Mobile Communication Sys-

tem

1.1.1 Wireless Communication: An Indispensable Part of

Modern Society

Initiated by the prediction of electromagnetic waves by James Clerk Maxwell

in 1864, wireless communications have experienced giant steps in development over

the past 150 years, and have become an indispensable part of our lives. Since the

successful demonstration of the Trans-Atlantic telegraph by Guglielmo Marconi

in 1895, wireless communications have attracted extensive public attention, and

deeply affected society in the first half of the 20th Century thanks to the popularity

of radio and television broadcast services.

Interpersonal communication has also been significantly changed by wireless

technologies. Ever since the Federal Communication Commission (FCC)’s ap-

proval of the spectrum for cellular systems in 1971, the wireless cellular system

has experienced exponential growth. By the end of 2013, the number of mobile

phones in the world was as high as 6.7 billion according to the International T-

elecommunication Union (ITU), and the number is still growing. On the other

hand, the wireless local area networks (WLANs) have also experienced a rapid

expansion in the past decade. The WiFi networks based on the family of IEEE

802.11 standards have been widely employed in many homes, offices, and even

1
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public transportation facilities such as buses and trains. Thanks to the advanced

wireless communication technologies, people are able to communicate with each

other and get access to the latest information rapidly regardless of where they

are. It may be said without exaggeration that we cannot live without wireless

communications in modern society.

1.1.2 Mobile Communication: From 1G to 5G

In sharp contrast to the huge amount of mobile phone users nowadays, the

mobile communication systems in their early stages were designed for much fewer

users. The first mobile communication system introduced in 1946 was an analog

system, where each carrier could only be occupied by one single call. Without

the concept of cellular, no handover technology was adopted, which meant that

calls would be terminated once the user moved across the coverages of different

transmitting towers. As a result, the first mobile communication system could

only serve a small number of users, and the mobility of each user was severely

restricted by the coverage of each transmitting tower.

To expand the service to more users, Bell Labs proposed the cellular system

[3], which then became the basis of mobile communication systems. In a cellular

system, the whole area is divided into a large number of cells with a base-station

(BS) serving the users in each cell. When a user moves from one cell to another, the

call is handed over between BSs. Compared to the earlier mobile communication

systems, the coverage area and the number of available channels in cellular systems

have been significantly enlarged by carefully planned frequency reuse. Since the

commercialization of the 1st-generation (1G) cellular system, the cellular systems

have undergone rapid development in the following decades, as summarized in

Table 1.1.

The 1G cellular systems were typically only countrywide with a variety of

incompatible standards, which mainly included Advanced Mobile Phone System

(AMPS) in the United States, Total Access Communication System (TACS) in the

United Kingdom and Nordic Mobile Telephone (NMT) in the Nordic countries[4].

The similarity is that they are all analog systems with a Frequency-Division-

Multiple-Access (FDMA) scheme to avoid inter-user interference in each cell. Al-

though the 1G cellular system can support more users than its predecessor thanks

to the frequency reuse among cells, the number of users it can serve is still limited
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Table 1.1: Physical Layer Specifications of the Downlink Channels of
Representative Cellular Systems [2]

Standard Multiple Access Schemes Bandwidth Peak Data Rate

1G
AMPS FDMA 30kHz 9.6kbps
TACS FDMA 25kHz 9.6kbps
NMT FDMA 25kHz 9.6kbps

2G
GSM TDMA 200kHz 9.6kbps
IS-95 CDMA 1.25MHz 9.6kbps

3G
WCDMA CDMA 5MHz 2Mbps

TDS-CDMA CDMA 1.6MHz 2Mbps
cdma2000 CDMA 1.25MHz 2Mbps

4G LTE OFDMA 20MHz 100Mbps

by the bandwidth as each carrier can only be occupied by one active user with

analog modulation.

Driven by the extensive demand for mobile communications, digital transmis-

sion was employed in the 2nd-generation (2G) cellular system in the 1990s. By

adopting a Time-Division-Multiple-Access (TDMA) scheme in the Global System

for Mobile Communications (GSM) system or a Code-Division-Multiple-Access

(CDMA) scheme in the Interim Standard 95 (IS-95) system, each carrier can be

shared by multiple users using different time slots or spreading codes, and thus

the system capacity is largely improved [4].

The soaring development of the Internet raises the demand for accessing the

Internet through the cellular systems. As the 2G cellular systems were initially

designed for voice communications over circuit-switched networks, they could on-

ly support a data rate of 9.6kbps which is far from enough for multi-media data

transmission. To provide efficient data transmission, some enhancements of the

2G cellular systems were later proposed. For instance, the General Packet Radio

Service (GPRS) and the Enhanced Data Rates for GSM Evolution (EDGE) were

introduced in the late 1990s as enhancements of the GSM system. By adding

packet-switched domain networks, the peak data rates of GPRS and EDGE were

much higher than the original GSM system [5]. The data rate demand, neverthe-

less, grew faster than expected, and could hardly be satisfied by further enhance-

ment of the existing 2G systems. Coordinated by the 3rd Generation Partnership

Project (3GPP) and the 3GPP2, three CDMA-based standards, including Wide-

band Code Division Multiple Access (WCDMA), Time Division Synchronous Code
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Figure 1.1: Global total voice and data traffics in mobile networks, 2007-2013
[1].

Division Multiple Access (TDS-CDMA) and cdma2000, were selected by the ITU

as the 3rd-generation (3G) cellular system standards, and were commercialized by

operators from the early 2000s [6]. The peak data rate of a 3G cellular system

was originally around 2Mbps, and was later enhanced to 21Mbps with High-Speed

Packet Access (HSPA) technology.

Since the announcement of the iPhone in 2007, the mobile Internet has ex-

perienced rapid growth in recent years, leading to an unprecedentedly increasing

demand for data traffic on cellular systems. As Fig. 1.1 shows, data traffic has

exceeded voice traffic and increased exponentially since the 4th quarter of 2009.

To support such massive data traffic, a much higher data rate is expected from

cellular systems. The 4th-generation (4G) cellular system, which is known as the

Long Term Evolution (LTE) system, is therefore proposed and commercialized

in 2010. In the LTE system, an Orthogonal-Frequency-Division-Multiple-Access

(OFDMA) scheme is adopted to avoid inter-user interference, which also enables

better utilization of the frequency resource and improves the peak data rate to

100Mbps in a 20MHz bandwidth channel [2].

Note that the data rates listed in Table 1.1 are peak data rates. In practical

systems, as each BS typically serves a large number of users, the data rate of each

user is usually much lower than the peak one. On the other hand, it is predicted

that to meet the demand in 2020, the cellular system should be able to support

1,000 times more data traffic compared to 2010 [7]. To satisfy the massive data
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rate demand in the future, the multiple-input-multiple-output (MIMO) technology

should be adopted in the next-generation cellular system, or the 5th-generation

(5G) cellular system. With multiple antennas at both the BS and the user sides,

much better performance can be expected over the single-antenna system. In

fact, MIMO has been included in the LTE standard, where a peak data rate of

300Mbps can be achieved when 4 antennas are employed at both the user and BS

sides. Intuitively, the more antennas equipped, the higher the data rate that can

be achieved. Yet due to the size limit of mobile devices, the number of antennas

at the user side has to be small. Therefore, to support the intensive data traffic

in the 5G cellular system, a large number of BS antennas should be employed. In

the following section, we will take a closer look at a MIMO cellular system with

massive BS antennas.

1.2 MIMO: Co-located Antennas (CA) versus

Distributed Antennas (DA)

1.2.1 MIMO Cellular Systems

In a MIMO cellular system, how the BS antennas are placed may have sig-

nificant impact on the system performance. Fig. 1.2 illustrates two possible BS

antenna layouts: the co-located antenna (CA) layout and the distributed antenna

(DA) layout.

Similar to the conventional cellular structure, with the CA layout, the anten-

nas are co-located at the BS at the center of each cell. With the advanced antenna

technologies nowadays, hundreds of antennas can be integrated into a large-scale

antenna array1 and deployed at the BS. By doing so, the transmit power of each

antenna can be as low as tens of milliwatts, so that the cost of power amplifiers

can be greatly reduced. With the CA layout, the current cellular systems can

also be easily upgraded by installing large-scale antenna arrays on the existing BS

sites.

With the DA layout, instead of a tower-mounted BS, the BS antennas are

grouped into geographically distributed clusters in each cell and connected to a

1Recently, an experimental platform with a 96-antenna array has been built [8].
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CPU

(a) (b)

User

Distributed BS antenna cluster

BS with co located antennas

Fiber

CPU Central Processing Unit

Figure 1.2: Graphic illustration of two BS antenna layouts. (a) Co-located
antenna (CA) layout. (b) Distributed antenna (DA) layout. With the DA
layout, the remote antenna ports are connected to a central processing unit

(CPU) by fiber.

central processing unit (CPU) by fiber. As we can see from Fig. 1.2b, compared

to the CA layout, here a much larger number of antenna sites should be built, and

a significant amount of fiber should be laid to connect the distributed BS antennas

to the CPU. Therefore, the DA layout is more complicated to implement in the

real world. The implementation cost also sharply increases with the number of BS

antenna clusters.

Nevertheless, by distributing the BS antennas, the minimum access distance

from each user to the BS antennas can be significantly reduced on average. As we

can see from Fig. 1.2, in contrast to the CA layout where the cell-edge users are far

away from the BS, with the DA layout, the minimum access distance of a cell-edge

user is greatly shortened, resulting in a much improved channel condition. Better

rate performance can then be expected in the DA case.

In the 5G cellular system where massive BS antennas are intended to be

employed, the rate gains achieved by the DA layout could be significant. In the

meantime, the implementation cost of distributed BS antennas could also be much



Chapter 1 7

higher than that of the co-located ones, especially when the number of distributed

BS antenna clusters is large. It is, therefore, of great practical importance to

compare the rate performance of cellular networks under different BS antenna

layouts to ascertain whether the increased cost is justified.

1.2.2 Capacity Analysis of MIMO Systems

To address the above issue, let us start with a literature review of the capacity

analysis of MIMO systems. In the single-user case, the ergodic capacity of a

point-to-point MIMO channel has been extensively studied in the past decade.

With co-located antennas at both sides, the signals from the transmit antennas

to the receive antennas experience the same large-scale fading effect. In this case,

the ergodic capacity can be characterized as a function of the average received

signal-to-noise ratio (SNR), and grows linearly with min(M,N) in a rich-scattering

environment, where M and N are the numbers of transmit and receive antennas,

respectively [9, 10]. When the number of antennas is large, the random matrix

theory [11, 12] is applied to characterize the ergodic capacity [13, 14]. By assuming

that the number of antennas at both sides go to infinity with a fixed ratio, the

asymptotic ergodic capacity of a co-located MIMO channel has been shown to be

an explicit function of the average received signal-to-noise ratio (SNR) and the

ratio of the number of transmit antennas to the number of receive antennas [13].

With the DA layout, as the signals from BS antennas to the user are subject

to independent and different levels of large-scale fading, potential capacity gains

can be expected over the CA layout [15–17]. To characterize the ergodic capacity,

the random matrix theory can also be applied in the DA case. By assuming that

the numbers of antennas at each cluster and each user both grow infinitely with

a fixed ratio, the asymptotic ergodic capacity of a distributed MIMO channel was

derived as an implicit function of the large-scale fading coefficients between the

user and BS antenna clusters [18–21]. With the DA layout, as the ergodic capacity

is further determined by the positions of BS antenna clusters, the average ergodic

capacity was considered in [16, 22–24], where the ergodic capacity is averaged over

the large-scale fading coefficients from distributed BS antenna clusters to the user.

When the number of BS antenna clusters is large, it becomes increasingly difficult

to obtain the average ergodic capacity due to high computational complexity.
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Therefore, most studies have focused on a regular BS antenna layout with a small

number of BS antenna clusters [18–24].

In the multi-user case, the uplink sum capacity with the CA layout has been

intensively studied in [25–28]. With the channel state information at the transmit-

ter side (CSIT), the sum capacity of a MIMO Gaussian uplink channel is shown

to be achieved by an iterative waterfilling procedure, where the single-user water-

filling power allocation is applied to each user by regarding the other users’ signals

as noise at each iteration until equilibrium is reached [26]. With the DA layout,

the uplink sum capacity has been characterized in [29], which shows that for given

average received SNR, a higher sum capacity can be achieved with the DA layout

only when CSIT is available. Under the same consumption of transmit power, on

the other hand, regardless of whether CSIT is available or not, substantial capac-

ity gains can always be achieved with the DA layout thanks to the reduction of

the minimum access distance.

For the downlink channel, as the users are typically unable to coordinate

with each other, precoding is usually required at the BS. The sum capacity of

a MIMO Gaussian downlink channel has been extensively studied in [27, 28, 30,

31], and the capacity region was characterized in [32], which showed that the

optimum precoding is a pre-interference-cancelation strategy known as dirty paper

coding (DPC) [33]. Despite the information-theoretical optimality, it is difficult

to implement the idea of DPC in practice. Therefore, a number of suboptimal

precoding schemes were proposed to approach the sum capacity with manageable

complexity [30, 34–50]. When an orthogonal precoding scheme such as block

diagonalization (BD) [41] is adopted, for instance, near-capacity performance can

be achieved with low complexity when the number of BS antennas is large [51].

Although the above mentioned precoding strategies were originally proposed for

the CA layout, they can be applied to the DA layout in a straightforward manner.

In the DA case, the downlink rate performance is crucially dependent on the

positions of users and BS antenna clusters. For computational tractability, most

studies have focused on a small group of users and BS antenna clusters [52–59].

In the 5G cellular system, a large number of BS antennas are expected to be

employed. So far the majority of the literature on the MIMO cellular system with

massive BS antennas has focused on the CA layout [60–63]. With the DA layout,

how the downlink rate performance scales with the number of antennas remains

largely unknown, which is mainly due to the high computational complexity when
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the number of distributed BS antenna clusters is large. Moreover, most studies

have focused on either the CA layout or the DA layout. To determine whether to

employ the CA or DA layout in the 5G cellular system, a comprehensive compari-

son of the downlink rate performance of MIMO cellular systems with different BS

antenna layouts would be highly desirable, which, unfortunately, has been largely

missing.

1.3 Thesis Contributions and Outline

This thesis is devoted to a comparative study of the downlink rate perfor-

mance of MIMO cellular networks with a massive number of BS antennas which

are either co-located at the center of each cell or grouped into uniformly distributed

clusters in the inscribed circle of each cell. We focus on the scaling behavior of the

average ergodic rates with the CA and DA layouts in three cases, i.e., single-user,

multi-user single-cell, and multi-user multi-cell. The effect of power allocation on

the ergodic rate of each user in a MIMO cellular network is also discussed. The

contributions of this thesis are summarized as follows.

First, in the single-user case, by assuming that the number of BS antennas

M and the number of user antennas N go to infinity with M/N → ξ � 1,

the asymptotic average ergodic capacities with and without the channel state

information at the transmitter side (CSIT) in the CA case are derived explicitly.

With the DA layout, closed-form expressions of asymptotic lower-bounds of the

average ergodic capacities with and without CSIT are developed. The analysis

reveals that the scaling order of the average ergodic capacity with the DA layout

is higher than that with the CA layout thanks to the reduced minimum access

distance regardless of whether CSIT is available or not.

The asymptotic analysis is then extended to a multi-user MIMO system with

K uniformly distributed users in the inscribed circle of each cell. By assuming

that the number of BS antennas M and the number of user antennas N go to

infinity with M/N → ξK � 1, the asymptotic average ergodic rates with two

representative precoding schemes, singular-value-decomposition (SVD) [10] and

block diagonalization (BD) [41], are characterized in the CA case. With the DA

layout, asymptotic bounds are developed to characterize the scaling orders of the

average ergodic rates with SVD and BD. In the single-cell case, the analysis reveals
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that the average ergodic rate with the DA layout has a higher scaling order in

both the SVD and BD cases, while the gain becomes more prominent when BD is

adopted. In the multi-cell case, despite the fact that the average rate performance

is degraded by the inter-cell interference, the scaling orders of the average ergodic

rates with the CA and DA layouts remain the same as the single-cell case.

Finally, the effect of different power allocation schemes on the ergodic rate

is studied. As the signals from the BS antennas to each user suffer from distinct

large-scale fading effects, the ergodic rate of each user is shown to be sensitive to its

position in both the CA and DA cases when equal power allocation is adopted. By

maintaining a constant received SINR for each user, a uniform ergodic rate can be

achieved with the proposed interference-aware power allocation, while the average

rate performance is degraded compared to that with equal power allocation, which

indicates a fundamental tradeoff between fairness and average rate performance.

With the DA layout, the tradeoff becomes more significant, indicating that fairness

should be included as an important constraint in the design of MIMO cellular

networks with a massive number of distributed BS antennas.

The remainder of this thesis is organized as follows. Chapter 2 introduces the

downlink signal model and basic assumptions of this thesis. Chapter 3 presents an

asymptotic analysis on the scaling behavior of the average capacity of a single-user

MIMO system. The analysis is extended to the multi-user single-cell MIMO sys-

tems with different precoding schemes in Chapter 4 and the multi-user multi-cell

MIMO systems in Chapter 5. Chapter 6 studies the effect of different power allo-

cation schemes on the ergodic rate. Finally, concluding remarks and suggestions

for future work are summarized in Chapter 7.



Chapter 2

System Model and Preliminary

Analysis

In this chapter, the signal model and basic assumptions of this thesis are pre-

sented, based on which the asymptotic average ergodic rate is further defined. This

chapter provides the fundamental system model for the analysis in the following

chapters.

2.1 Downlink Signal Model

Consider a 1-tier hexagonal cellular network with a total number of 7 cells

that share the same frequency band as shown in Fig. 2.1. For illustration, we mark

the central cell as Cell 0, and the surrounding ones as Cell 1− 6 clockwise. Each

cell has a set of users, denoted by Ki, and a set of base-station (BS) antennas,

denoted by Bi, with |Ki|=K and |Bi|=M , i=0, . . . , 6. Suppose that each user is

equipped with N �M antennas.

Let us focus on the downlink transmission of the central cell, i.e., Cell 0.

Specifically, the received signal of user k ∈ K0 can be written as

yk = Gk,B0xk︸ ︷︷ ︸
Desired Signal

+ Gk,B0

∑
j 6=k,j∈K0

xj︸ ︷︷ ︸
Intra-cell Interference

+
6∑
i=1

Gk,Bi

∑
j∈Ki

xj︸ ︷︷ ︸
Inter-cell Interference

+zk, (2.1)

11
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Cell 6

Cell 1

Cell 0

Cell 5

Cell 4

Cell 3

Cell 2

Figure 2.1: Graphic illustration of the 1-tier cellular network model with 7
hexagonal cells. The central cell is marked as Cell 0, and the surrounding ones

are marked as Cell 1− 6 clockwise.

where xj ∈ CM×1 is the transmitted signal vector from BS i to user j ∈ Ki,
i=0, . . . , 6. zk ∈ CN×1 is the additive white Gaussian noise (AWGN) at user

k, which has independent and identically distributed (i.i.d.) complex Gaussian

entries with zero mean and variance N0. Gk,Bi ∈ CN×M denotes the channel gain

matrix between BS i and user k, i=0, . . . , 6, which is given by

Gk,Bi = Γk,Bi ◦Hk,Bi , (2.2)

where ◦ denotes the Hadamard product. Hk,Bi ∈ CN×M denotes the small-scale

fading matrix between BS i and user k ∈ K0 with entries modeled as i.i.d. complex

Gaussian random variables with zero mean and unit variance. Γk,Bi ∈ RN×M de-

notes the corresponding large-scale fading matrix, which is composed ofN identical

M -dimension row vectors γk,Bi . The large-scale fading vector γk,Bi characterizes

the long-term channel effect such as path loss and shadowing. In this thesis, we

ignore the shadowing effect and model the large-scale fading coefficient as

γk,m = ‖rUk − rBm‖−α/2, (2.3)

where rUk and rBm denote the positions of user k ∈ K0 and BS antenna m ∈ Bi,
i = 1, · · · , 6, respectively. α > 2 is the path-loss factor.
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We assume that each user j ∈ Ki has full channel state information (CSI) of

the channel from its BS to itself, i.e., Gj,Bi , i = 0, · · · , 6, and no cooperation is

adopted among BSs. With linear precoding, the transmitted signal vector from

BS i to user j ∈ Ki can be written as

xj = Wjsj, (2.4)

where Wj ∈ CM×Ns denotes the normalized precoding matrix with Tr{WjW
†
j} =

1. sj ∼ CN (0Ns×1, P̄jINs) is the information-bearing signal vector, with Ns denot-

ing the number of data streams1. P̄j is the average transmit power of the signal

from BS i to user j, j ∈ Ki and i = 0, · · · , 6. For each BS, the total transmit

power is assumed to be fixed at Pt, i.e.,

∑
j∈Ki

P̄j = Pt, (2.5)

for i = 0, · · · , 6.

The second and the third terms on the right-hand side of (2.1), i.e., uintrak =∑
j∈K0,j 6=k Gk,B0xj and uinterk =

∑6
i=1

∑
j∈Ki Gk,Bixj, denote the intra-cell inter-

ference and inter-cell interference received at user k, respectively. With a large

number of BS antennas M � 1, uintrak and uinterk can be modeled as complex Gaus-

sian random vectors with zero mean and covariance matrices Qintra
k and Qinter

k ,

respectively.

In this thesis, we normalize the total system bandwidth to unity and focus

on the spectral efficiency. According to (2.1) and (2.4), the maximum achievable

ergodic rate of user k can be written as R̃k = NRk, where Rk is the ergodic rate

of user k normalized by the number of user antennas N , which is given by

Rk=
1

N
EHk,B0

[
log2 det

(
IN+

P̄k‖γk,B0‖2G̃k,B0WkW
†
kG̃
†
k,B0

N0IN + Qintra
k + Qinter

k

)]
. (2.6)

G̃k,B0 is the normalized channel gain matrix, which is defined as

G̃k,B0 = Bk,B0 ◦Hk,B0 , (2.7)

1The number of data streams Ns depends on whether the channel state information at the
transmitter side (CSIT) is available or not. Without CSIT, the data should be transmitted over
M BS antennas, i.e., Ns = M . With CSIT, the data should be transmitted over min(M,N) = N
sub-channels, i.e., Ns = N .
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where Bk,B0 ∈ RN×M is the normalized large-scale fading matrix, which is com-

posed of N identical row vectors βk,B0 with entries

βk,m =
γk,m
‖γk,B0‖

, (2.8)

for m ∈ B0. It is clear from (2.8) that for any user k ∈ K0, ‖βk,B0‖ = 1.

2.2 Two Base-Station Antenna Layouts: CA and

DA

We can clearly see from (2.6) that the ergodic rate Rk is closely dependent

on the large-scale fading vector γk,B0 , which varies with the positions of users and

BS antennas. In this thesis, we assume that K users are uniformly distributed in

the inscribed circle of each hexagonal cell, and consider two BS antenna layouts as

shown in Fig. 2.2: (a) the co-located antenna (CA) layout where M BS antennas

are placed at the center of each cell, and (b) the distributed antenna (DA) layout

where M BS antennas in each cell are grouped into L clusters with Nc BS antennas

in each cluster. Denote the set of BS antennas at the l-th cluster in Cell i as Lil.
We have |Lil| = Nc, l = 1, · · · , L, i = 0, · · · , 6. The clusters are supposed to be

uniformly distributed in the inscribed circle of each hexagonal cell. Without loss

of generality, the radius of the inscribed circle of each hexagonal cell is normalized

to be 1.

It is clear from (2.3) that the large-scale fading coefficients of user k depend on

the distances to BS antennas. With the CA layout, the positions of BS antennas

are given by

rBm =

{
(0, 0) m ∈ B0

(2, i · π
3
− π

6
) m ∈ Bi, i = 1, · · · , 6.

(2.9)

(2.9) indicates that the large-scale fading vector with the CA layout γCk,Bi is com-

posed of identical entries. For user k ∈ K0 at (ρk, θk), its large-scale fading coeffi-

cient γCk,m can be obtained by combining (2.3) and (2.9) as

γCk,m =

{
ρ
−α/2
k m ∈ B0(

ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/4
m ∈ Bi, i = 1, · · · , 6.

(2.10)
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Figure 2.2: A 1-tier hexagonal cellular network with K uniformly distributed
users in each cell and M BS antennas with two antenna layouts: (a) with the
CA layout, BS antennas are co-located at the center of each cell, and (b) with
the DA layout, BS antennas are grouped as a set of antenna clusters that are
uniformly distributed in the inscribed circle of each cell. “Y” represents a BS

antenna and “X” represents a user.

With the DA layout, the BS antennas are grouped into clusters in each cell.

The large-scale fading coefficient of user k ∈ K0 to BS antenna m can be then

written as

γDk,m = d
−α/2
k,l,i , (2.11)

for m ∈ Lil, where dk,l,i denotes the distance from user k to BS antenna cluster l in

Cell i, l = 1, · · · , L, i = 0, · · · , 6. With BS antenna clusters uniformly distributed

in the inscribed circle of each cell, [29] shows that the access distance dk,l,0 given

the position of user k ∈ K0 at (ρk, θk) has the following conditional cumulative

distribution function (cdf) and probability density function (pdf) as

Fdk,l,0|ρk(x|y)=

{
x2 0≤x≤1−y

x2(1− 1
π

arccos 1−x2−y2
2xy

) + 1
π

arccos 1−x2+y2

2y
− 2

π
S∆ 1−y<x≤1+y

(2.12)

with

S∆=
√

1+x+y
2

(
1+x+y

2
−1
)(

1+x+y
2
−x
)(

1+x+y
2
−y
)
, (2.13)

and

fdk,l,0|ρk(x|y) =

{
2x 0≤x≤1−y

2x
π

arccos x2+y2−1
2xy

1−y<x≤1+y,
(2.14)
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respectively. For the distance dk,l,i from user k ∈ K0 to BS antenna cluster l in

Cell i, i = 1 · · · , 6, Appendix A shows that its conditional pdf given the position

of user k at (ρk, θk) is given by

fdk,l,i|ρk,θk(x|y, z) =
2x

π
arccos

x2 + y2 + 3− 4y cos
(
z −

(
i · π

3
− π

6

))
2x
√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

)) , (2.15)

if√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

))
−1 ≤ x ≤

√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

))
+1.

(2.16)

Otherwise fdk,l,i|ρk,θk(x|y, z) = 0, i = 1, · · · , 6. In contrast to dk,l,0 which only

depends on user k’s radial coordinate ρk, dk,l,i is further determined by its angular

coordinate θk, i = 1, · · · , 6.

2.3 Asymptotic Average Ergodic Rate

In this thesis, we focus on the downlink rate performance of MIMO cellular

networks with a massive number of BS antennas. An asymptotic analysis on the

ergodic rate will be presented. By assuming that the number of BS antennas M

and the number of user antennas N go to infinity with M/N → ξK, the asymptotic

ergodic rate of user k is defined as

Rk , lim
M,N→∞,M/N→ξK

Rk. (2.17)

Note that with the DA layout, M BS antennas of each cell are grouped into L

clusters with Nc antennas at each cluster, i.e., M = NcL. With a finite number of

BS antenna clusters L, the asymptotic assumption is then reduced to N,Nc →∞
and N/Nc → β, and the asymptotic ergodic rate with the DA layout is given by

RD
k , lim

N,Nc→∞,N/Nc→β
RD
k , (2.18)

with β = L
Kξ

.
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As the ergodic rate varies with the positions of users and BS antennas, we

define the average ergodic rate as

R̄ , ErUk ,{rBm}m∈Bi,i=0,··· ,6 [Rk] , (2.19)

where the ergodic rate Rk is averaged over all possible positions of user k and BS

antennas. By combining (2.17) and (2.19), the asymptotic average ergodic rate

can be further defined as

R̄ , ErUk ,{rBm}m∈Bi,i=0,··· ,6 [Rk] . (2.20)

Note that with the CA layout, the positions of BS antennas are given in (2.9).

The asymptotic average ergodic rate with the CA layout is then reduced to

R̄C , ErUk

[
RC
k

]
. (2.21)

In this thesis, we aim to compare the downlink average rate performance of

MIMO cellular networks with either co-located or distributed BS antennas. We

are interested at the scaling behavior of the average ergodic rate, i.e., how it scales

with the ratio ξ of the number of BS antennas M to the total number of user

antennas KN . With the DA layout, as ξ = L
Kβ

, the scaling order with ξ can be

also interpreted as how the average ergodic rate increases with the number of BS

antenna clusters L. For illustration, our analysis starts from the single-user case in

Chapter 3, and is then extend to the multi-user single-cell case in Chapter 4 and

the multi-user multi-cell case in Chapter 5. Finally, the effect of power allocation

on the ergodic rate will be discussed in Chapter 6.





Chapter 3

Asymptotic Average Ergodic

Capacity of Single-User MIMO

In this chapter, an asymptotic analysis on the downlink capacity of a single-

user MIMO system is presented, based on which the scaling behavior of the average

ergodic capacity is characterized. This chapter is organized as follows. Section 3.1

presents a literature review on previous related work. The asymptotic average

ergodic capacity is characterized in Section 3.2. The scaling behavior is discussed

in Section 3.3 and verified by simulation results presented in Section 3.4. Section

3.5 summarizes this chapter.

19
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3.1 Literature Review

Originated from the pioneering work of Telatar [10], the ergodic capacity of a

single-user MIMO channel has been extensively studied in the past decade. With

co-located antennas at the transmitter and receiver sides, as all the transmit signals

experience the same large-scale fading, its ergodic capacity can be fully described

as a function of the average received signal-to-noise ratio (SNR)[10]. Asymptotic

results from random matrix theory [11, 12] were also successfully applied to char-

acterize the ergodic capacity when the number of antennas is large [13, 14]. By

assuming that the number of antennas on both sides grow infinitely with a fixed

ratio, the asymptotic ergodic capacity of a single-user MIMO channel has been

shown to be solely determined by the average received SNR and the ratio of the

number of transmit antennas to the number of receive antennas [13].

With distributed BS antennas, in contrast, the ergodic capacity is further

determined by the positions of the user and BS antennas [16, 18–24]. By assuming

that BS antennas are grouped into L geographically distributed antenna clusters,

and the number of antennas at each cluster and the number of user antennas

grow infinitely with a fixed ratio, the asymptotic ergodic capacity of a distributed

MIMO channel was derived in [18–21] as an implicit function of L large-scale

fading coefficients. As the positions of BS antennas and the user may vary under

different scenarios, the average ergodic capacity was considered in [16, 22–24],

where the ergodic capacity is averaged over the large-scale fading coefficients from

distributed BS antenna clusters to the user. When the number of BS antenna

clusters L is large, nevertheless, it becomes increasingly difficult to obtain the

average ergodic capacity due to high computational complexity. Therefore, how

the average ergodic capacity scales with L has remained largely unknown. As we

will show in this chapter, asymptotic bounds would be helpful for us to characterize

the scaling behavior of the average ergodic capacity of distributed MIMO channels.

In this chapter, an asymptotic analysis on the average ergodic capacities of

single-user MIMO systems with the CA and DA layouts will be presented. Specif-

ically, by assuming that the number of BS antennas M and the number of user

antennas N grow infinitely with M/N → ξ � 1, the asymptotic average ergodic

capacity with the CA layout and an asymptotic lower-bound of the average er-

godic capacity with the DA layout are derived. Simulation results verify that as
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the number of BS antennas increases, the average ergodic capacity with the DA

layout has a higher scaling order than that with the CA layout.

3.2 Asymptotic Average Capacity Analysis

In this chapter, we assume that a single user is located in the central cell, i.e.,

Cell 0. (2.6) is then reduced to

RS
k =

1

N
EHk,B0

[
log2 det

(
IN+µSk G̃k,B0WkW

†
kG̃
†
k,B0

)]
, (3.1)

where µSk denotes the average received SNR of user k, which is given by

µSk =
P̄k‖γk,B0‖2

N0

. (3.2)

To achieve the single-user capacity, the precoding matrix Wk should be properly

selected, which is further dependent on whether CSIT is available or not.

In this chapter, we assume that the user’s position follows the uniform distri-

bution in the inscribed circle of Cell 0, and present an asymptotic analysis on the

average ergodic capacity by assuming that the number of BS antennas M and the

number of user antennas N go to infinity with M/N → ξ � 1. Note that with

the DA layout, the BS antennas are grouped into L clusters with Nc antennas

at each cluster. The asymptotic assumption is then reduced to N,Nc → ∞ and

N/Nc → β.

3.2.1 Without CSIT

Without CSIT, the transmit power P̄k should be equally divided over M

transmit antennas, i.e.,

Wk =

√
1

M
IM . (3.3)

By combining (3.3) and (3.1), the ergodic capacity without CSIT RS−o can be

then written as

RS−o
k =

1

N
EHk,B0

[
log2 det

(
IN +

µSk
M

G̃k,B0G̃
†
k,B0

)]
, (3.4)
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where the average received SNR µSk is given in (3.2).

3.2.1.1 CA Layout

With the CA layout, M BS antennas are placed at the center of Cell 0. By

combining (2.10) and (3.2), the average received SNR with the CA layout µS−Ck

can be obtained as

µS−Ck =
MP̄kρ

−α
k

N0

. (3.5)

Moreover, according to (2.10), the normalized channel gain matrix can be obtained

as G̃C
k,B0 =

√
1
M

Hk,B0 . According to the Marcenko-Pastur law [64], as M,N →∞

and M/N → ξ ≥ 1, the empirical eigenvalue distribution of G̃C
k,B0

(
G̃C
k,B0

)†
∼

WN(M, 1
M

IN) converges almost surely to the following distribution:

fλ(x) =

{
1

2πx

√
(x+ − ξx)(ξx− x−)

0

if 1
ξ
x− ≤ x ≤ 1

ξ
x+

otherwise,
(3.6)

where x+ =
(√

ξ + 1
)2

and x− =
(√

ξ − 1
)2

. As we can see from Fig. 3.1, as ξ

grows, the eigenvalues of G̃C
k,B0

(
G̃C
k,B0

)†
become increasingly deterministic, and

eventually converge to E[λ] = 1. As a result, we have

Λk,B0 ≈
[
IN ,0N×(M−N)

]
, (3.7)

for large ξ � 1. By combining (3.4-3.5) and (3.7), the asymptotic ergodic capacity

of user k with the CA layout as M,N →∞ with M,N → ξ � 1 can be obtained

as

RS−o−C
k ≈ log2

(
1 +

P̄k
N0

ρ−αk

)
. (3.8)

As we can see from (3.8), the asymptotic ergodic capacity without CSIT

RS−o−C
k varies with the radial coordinate of the user ρk. By combining (3.8) and

(2.21), the asymptotic average ergodic capacity with the CA layout can be then

obtained as

R̄S−o−C ≈
∫ 1

0

log2

(
1 +

P̄k
N0

x−α
)
fρk(x)dx, (3.9)
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Figure 3.1: Empirical eigenvalue distribution (3.6) of G̃C
k,B0

(
G̃C
k,B0

)†
∼

WN (M, 1
M IN ) as M,N →∞ with M/N → ξ ≥ 1.

where fρk(x) = 2x is the pdf of its radial coordinate，as the user’s position follows

the uniform distribution in the inscribed circle of the central cell. For large P̄k
N0
� 1,

we have

R̄S−o−C ≈ log2

P̄k
N0

+
α

ln 4
. (3.10)

3.2.1.2 DA Layout

With the DA layout, [19] shows that as the number of user antennas N and

the number of antennas at each cluster Nc go to infinity with N/Nc → β, the

asymptotic ergodic capacity RS−o−D
k can be obtained as

RS−o−D
k =

1

β

L∑
l=1

log2 U
(l)
k + log2

(
1 +

1

L

P̄k
N0

L∑
l=1

(
d

(l)
k,0

)−α (
U

(l)
k

)−1
)

−
1
L
P̄k
N0

∑L
l=1

(
d

(l)
k,0

)−α (
U

(l)
k

)−1

1 + 1
L
P̄k
N0

∑L
l=1

(
d

(l)
k,0

)−α (
U

(l)
k

)−1 log2 e, (3.11)
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where {U (l)
k } are the roots of following equations:

U
(l)
k = 1 +

β
L
P̄k
N0

(
d

(l)
k,0

)−α
1 + 1

L
P̄k
N0

∑L
j=1

(
d

(j)
k,0

)−α (
U

(j)
k

)−1 , (3.12)

l = 1, · · · , L. d
(l)
k,0 denotes the access distance from user k to the l-th closest BS

antenna cluster in Cell 0.

We can see from (3.11) that the asymptotic ergodic capacity with the DA

layout RS−o−D
k depends on the access distances {d(l)

k,0}, which varies with the po-

sitions of distributed BS antenna clusters. As it is difficult to derive a closed-form

expression for the asymptotic average ergodic capacity from (3.11-3.12), we de-

velop an asymptotic lower-bound to study its scaling behavior. Specifically, by

noting that the number of BS antennas clusters L� β as the total number of BS

antennas M is assumed to be much larger than the number of user antennas N ,

and that the last item on the right-hand side of (3.11) is larger than − log2 e, we

can obtain from (3.11) that

RS−o−D
k >

1

β

dβe∑
l=1

log2(U
(l)
k ) + log2

 1

L

P̄k
N0

dβe∑
l=1

(
d

(l)
k,0

)−α (
U

(l)
k

)−1

− log2 e.

(3.13)

According to the inequality of arithmetic and geometric means,

1

dβe

dβe∑
l=1

(
d

(l)
k,0

)−α (
U

(l)
k

)−1

≥
dβe∏
l=1

((
d

(l)
k,0

)−α (
U

(l)
k

)−1
) 1
dβe

. (3.14)

By combining (3.13-3.14), we have

RS−o−D
k >

(
1

β
− 1

dβe

) dβe∑
l=1

log2 U
(l)
k −

α

dβe

dβe∑
l=1

log2 d
(l)
k,0 + log2

(
dβe
L

P̄k
N0

)
− log2 e.

(3.15)

Note that β ≤ dβe. We further have

RS−o−D
k > RS−o−D

k,lb =− α

dβe

dβe∑
l=1

log2 d
(l)
k,0+ log2

(
dβe
L

P̄k
N0

)
− log2 e. (3.16)
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An asymptotic lower-bound of the average ergodic capacity can be then obtained

from (3.16) and (2.20) as

R̄S−o−D
lb = − α

dβe

dβe∑
l=1

∫ 1

0

∫ 1+y

0

log2 x · fd(l)k,0|ρk(x|y)fρk(y)dxdy + log2

(
dβe
L

P̄k
N0

)
− log2 e,

(3.17)

where fρk(y) = 2y denotes the pdf of its radial coordinate. f
d
(l)
k,0|ρk

(x|y) is the pdf

of the access distance d
(l)
k,0 from the user to its l-th closest BS antenna cluster,

l = 1, · · · , L, which is given by

f
d
(l)
k,0|ρk

(x|y) =
L!

(l − 1)!(L− l)!
(
Fdk,l,0|ρk(x|y)

)l−1
(

1− Fdk,l,0|ρk (x|y)
)L−l

fdk,l,0|ρk(x|y),

(3.18)

where Fdk,l,0|ρk(x|y) and fdk,l,0|ρk(x|y) denote the cdf and pdf of the access distance

dk,l,0 from user k to BS antenna cluster l in Cell 0 given its radial coordinate ρk,

respectively, l = 1, · · · , L, which are given in (2.12-2.13) and (2.14), respectively.

3.2.2 With CSIT

With CSIT, according to [10], the capacity can be achieved by the singular-

value-decomposition (SVD) transmission, and the corresponding precoding matrix

WSV D
k is given by

WSV D
k = Vk,B0Ωk. (3.19)

Vk,B0 is a unitary matrix obtained from the SVD of the normalized channel gain

matrix G̃k,B0 :

G̃k,B0 = Uk,B0Λk,B0V
†
k,B0 , (3.20)

where Λk,B0 =
[
diag

(√
λ1,
√
λ2, . . . ,

√
λN
)
,0N×(M−N)

]
is composed by eigenval-

ues {λn} of G̃k,B0G̃
†
k,B0 . Ωk denotes the power distribution over N parallel sub-

channels, which is given by

Ωk =

[
diag

(√
Pk(λ1)

P̄k‖γk,B0‖2
,

√
Pk(λ2)

P̄k‖γk,B0‖2
, . . . ,

√
Pk(λN)

P̄k‖γk,B0‖2

)
,0N×(M−N)

]T
,

(3.21)
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with {Pk(λn)} denoting the water-filling power allocation, i.e.,

Pk(λn) =

(
ζ − N0

λn

)+

, (3.22)

where (x)+ = max(x, 0), and ζ is chosen to satisfy

N∑
n=1

Pk(λn) = P̄k‖γk,B0‖2. (3.23)

By combining (3.19-3.23) with (3.1), the ergodic capacity with CSIT RS−w
k can be

obtained as

RS−w
k =

1

N
EHk,B0

[
log2 det

(
IN + µSkΛk,B0ΩkΩ

†
kΛ
†
k,B0

)]
, (3.24)

where the average received SNR µSk is given in (3.2).

3.2.2.1 CA Layout

With the CA layout, the empirical eigenvalue distribution of G̃C
k,B0

(
G̃C
k,B0

)†
∼

WN(M, 1
M

IN) with M,N →∞ and M/N → ξ ≥ 1 is given in (3.6). As the ratio

ξ of the number of BS antennas M to the number of user antennas N increases,

the eigenvalues {λn} of G̃C
k,B0

(
G̃C
k,B0

)†
∼ WN(M, 1

M
IN) become increasingly de-

terministic and eventually converge to E[λ] = 1. By combining (3.5), (3.7) and

(3.19-3.24), the asymptotic ergodic capacity of user k with the CA layout RS−w−C
k

as M,N →∞ and M/N → ξ � 1 can be obtained as

RS−w−C
k ≈ log2

(
1 +

P̄k
N0

ξρ−αk

)
. (3.25)

As we can see from (3.25), the asymptotic ergodic rate with the CA layout varies

with the radial coordinate ρk of the user. By combining (3.25) and (2.21), the

asymptotic average ergodic capacity with the CA layout can be then obtained as

R̄S−w−C ≈
∫ 1

0

log2

(
1 +

P̄k
N0

ξx−α
)
fρk(x)dx, (3.26)

where fρk(x) = 2x is the pdf of its radial coordinate. For large P̄k
N0
� 1, we have

R̄S−w−C ≈ log2

P̄k
N0

+
α

ln 4
+ log2 ξ. (3.27)
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3.2.2.2 DA Layout

With the DA layout, there is no closed-form expression for the average ergodic

capacity with CSIT. Similar to the no-CSIT case, we resort to a lower-bound

to characterize the scaling behavior of the average ergodic capacity with CSIT.

Specifically, if the transmit power is equally distributed over N sub-channels, i.e.,

Ωk =
√

1
N

[
IN ,0N×(M−N)

]T
, we can obtain a lower-bound of RS−w−D

k as

RS−w−D
k >

1

N
EHk,B0

[
log2 det

(
IN +

µSk
N

Λk,B0Λ
†
k,B0

)]
. (3.28)

As N,Nc → ∞ with N/Nc → β, the limit of the right-hand side of (3.28) can be

obtained as

RS−w−D
k >

1

β

L∑
l=1

log2(V
(l)
k ) + log2

(
1 +

1

β

P̄k
N0

L∑
l=1

(
d

(l)
k,0

)−α (
V

(l)
k

)−1
)

−
1
β
P̄k
N0

∑L
l=1

(
d

(l)
k,0

)−α (
V

(l)
k

)−1

1 + 1
β
P̄k
N0

∑L
l=1

(
d

(l)
k,0

)−α (
V

(l)
k

)−1 log2 e, (3.29)

where {V (l)
k } are the roots of following equations:

V
(l)
k = 1 +

P̄k
N0

(
d

(l)
k,0

)−α
1 + 1

β
P̄k
N0

∑L
j=1

(
d

(j)
k,0

)−α (
V

(j)
k

)−1 , (3.30)

l = 1, · · · , L.

Similar to that without CSIT, the asymptotic ergodic capacity with CSIT

RS−w−D
k is dependent on the access distances {d(l)

k,0}, which varies with the po-

sitions of distributed BS antenna clusters. Due to the lack of a closed-form ex-

pression for the asymptotic average ergodic capacity, we resort to an asymptotic

lower-bound to study the scaling behavior of the average ergodic capacity. By

noting that the number of BS antennas clusters L� β as the total number of BS

antennas M is assumed to be much larger than the number of user antennas N ,

and that the last item on the right-hand side of (3.29) is larger than − log2 e, we
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can obtain from (3.29) as

RS−w−D
k >

1

β

dβe∑
l=1

log2 V
(l)
k + log2

 1

β

P̄k
N0

dβe∑
l=1

(
d

(l)
k,0

)−α (
V

(l)
k

)−1

− log2 e. (3.31)

According to the inequality of arithmetic and geometric means,

1

dβe

dβe∑
l=1

(
d

(l)
k,0

)−α (
V

(l)
k

)−1

≥
dβe∏
l=1

((
d

(l)
k,0

)−α (
V

(l)
k

)−1
) 1
dβe

. (3.32)

By combining (3.31-3.32), we have

RS−w−D
k >

(
1

β
− 1

dβe

) dβe∑
l=1

log2 V
(l)
k −

α

dβe

dβe∑
l=1

log2 d
(l)
k,0 + log2

(
dβe
β

P̄k
N0

)
− log2 e.

(3.33)

Note that β ≤ dβe. We further have

RS−w−D
k > RS−w−D

k,lb =− α

dβe

dβe∑
l=1

log2 d
(l)
k,0+ log2

(
dβe
β

P̄k
N0

)
− log2 e. (3.34)

An asymptotic lower-bound of the average ergodic capacity with CSIT can be then

obtained by combining (3.34) and (2.20) as

R̄S−w−D
lb = − α

dβe

dβe∑
l=1

∫ 1

0

∫ 1+y

0

log2 x·fd(l)k,0|ρk(x|y)fρk(y)dxdy+log2

(
dβe
β

P̄k
N0

)
−log2 e,

(3.35)

where fρk(y) = 2y denotes the pdf of the radial coordinate of the user. f
d
(l)
k,0|ρk

(x|y)

is the pdf of the access distance d
(l)
k,0 from the user to its l-th closest BS antenna

cluster, l = 1, · · · , L, which is given in (3.18).

3.3 Scaling Behavior

3.3.1 CA Layout

With the CA layout, (3.10) and (3.27) indicate that the asymptotic ergodic

capacities without and with CSIT have different scaling orders. Specifically, as
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the ratio ξ of the number of BS antennas M to the number of user antennas N

increases, the asymptotic average ergodic capacity without CSIT R̄S−o−C remains

constant. Yet the asymptotic average ergodic capacity with CSIT R̄S−w−C log-

arithmically increases with ξ. More specifically, we have R̄S−o−C = Θ (1) and

R̄S−w−C = Θ (log2 ξ).

3.3.2 DA Layout

With the DA layout, it is difficult to see how the asymptotic lower-bounds

R̄S−o−D
lb and R̄S−w−D

lb scale with the number of BS antenna clusters L from (3.17)

and (3.35). To characterize the scaling behavior, let us first assume that the user

is located at (0,0). Numerical results will show that the asymptotic lower-bounds

of the average ergodic capacities with and without CSIT given the user’s position

at (0,0) have the same scaling orders as that with a randomly placed user.

In particular, with the user located at (0, 0) and L BS antenna clusters uni-

formly distributed in the inscribed circle of Cell 0, the asymptotic lower-bounds

of the average ergodic capacity without and with CSIT can be written from (3.17)

and (3.35) as

R̄S−o−D
lb |(0,0) = − α

dβe

dβe∑
l=1

∫ 1

0

log2 x · fd(l)k,0|ρk(x|0)dx+ log2

(
dβe
L

P̄k
N0

)
− log2 e,

(3.36)

and

R̄S−w−D
lb |(0,0) = − α

dβe

dβe∑
l=1

∫ 1

0

log2 x · fd(l)k,0|ρk(x|0)dx+ log2

(
dβe
β

P̄k
N0

)
− log2 e,

(3.37)

respectively, where f
d
(l)
k,0|ρk

(x|0) is the pdf of the access distance from the user at

(0,0) to its l-th closest BS antenna cluster, which is given by

f
d
(l)
k,0|ρk

(x|0) =
2L!

(l − 1)!(L− l)!
x2l−1

(
1− x2

)L−l
, (3.38)

by substituting (2.14) into (3.18).
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We can then obtain the asymptotic lower-bounds without and with CSIT

from (3.36) and (3.37) as

R̄S−o−D
lb |(0,0) =

α log2 e

2
(1 + H(L)−H(dβe)) + log2

(
dβe
L

P̄k
N0

)
− log2 e, (3.39)

and

R̄S−w−D
lb |(0,0) =

α log2 e

2
(1 + H(L)−H(dβe)) + log2

(
dβe
β

P̄k
N0

)
− log2 e, (3.40)

respectively, where H(k)=
∑k

l=1
1
l

is the k-th harmonic number. The detailed

derivation of (3.39-3.40) is presented in Appendix B. Note that the k-th harmonic

number H(k) can be further written as

H(k) = ln k + σ + εk, (3.41)

where σ ≈ 0.5772 is the Euler-Mascheroni constant, and εk=O
(

1
2k

)
. By substitut-

ing (3.41) into (3.39) and (3.40), the asymptotic lower-bounds without and with

CSIT can be written as

R̄S−o−D
lb |(0,0) =

(α
2
− 1
)

log2

L

dβe
+ log2

P̄k
N0

+
(α

2
− 1 +

α

2
(εL − εdβe)

)
log2 e,

(3.42)

and

R̄S−w−D
lb |(0,0) =

α

2
log2

L

dβe
+ log2

dβe
β

+ log2

P̄k
N0

+
(α

2
− 1 +

α

2
(εL − εdβe)

)
log2 e,

(3.43)

respectively.

3.3.2.1 Fixed β

Let us first see how the asymptotic lower-bounds of the average ergodic ca-

pacity with and without CSIT scale with the number of BS antenna clusters L

when the ratio β of the number of user antennas N to the number of BS antennas

at each cluster Nc is constant. It can be easily obtained from (3.42) and (3.43)
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Figure 3.2: Asymptotic lower-bounds of the average ergodic capacity without
and with CSIT with the DA layout in the single-user case. R̄S−w−Dlb |(0,0) and

R̄S−w−Dlb |(0,0) are obtained by assuming that the user is fixed at (0,0). R̄S−w−Dlb

and R̄S−w−Dlb are obtained by assuming that the user’s position follows the
uniform distribution in the inscribed circle of Cell 0. P̄k/N0 = 10dB. β = 2.

α = 4.

that with a fixed β, the asymptotic lower-bounds R̄S−o−D
lb |(0,0) and R̄S−w−D

lb |(0,0) in-

crease logarithmically with L in the orders of Θ
((

α
2
− 1
)

log2 L
)

and Θ
(
α
2

log2 L
)
,

respectively, where α > 2 is the path-loss factor.

Fig. 3.2 plots the asymptotic lower-bounds of the average ergodic capacity

without and with CSIT when the ratio β is fixed to be 2. We can see from Fig. 3.2

that both R̄S−o−D
lb |(0,0) and R̄S−w−D

lb |(0,0) increase logarithmically with the number

of BS antenna clusters L, but a higher scaling order is achieved with CSIT. The

numerical results of the asymptotic lower-bounds of the average ergodic capacity

of a randomly located user, i.e., R̄S−o−D
lb and R̄S−w−D

lb , are also plotted in Fig. 3.2.

We can see from Fig. 3.2 that the asymptotic lower-bounds of a randomly placed

user have the same scaling orders as that of a fixed user at (0, 0).

3.3.2.2 Fixed ξ = L
β

When the ratio ξ = L
β

of the number of BS antennas to the number of user

antennas is fixed, we can see from (3.42) and (3.43) that the asymptotic lower-

bound without CSIT R̄S−o−D
lb |(0,0) and that with CSIT R̄S−w−D

lb |(0,0) have the same
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Figure 3.3: Asymptotic lower-bounds of the average ergodic capacity without
and with CSIT with the DA layout in the single-user case. R̄S−w−Dlb |(0,0) and

R̄S−w−Dlb |(0,0) are obtained by assuming that the user is fixed at (0,0). R̄S−w−Dlb

and R̄S−w−Dlb are obtained by assuming that the user’s position follows the
uniform distribution in the inscribed circle of Cell 0. P̄k/N0 = 10dB. ξ = 100.

α = 4.

scaling order, which is found to be Θ
((

α
2
− 1
)

log2L
)

for L ≥ ξ. When L > ξ, the

scaling order is reduced to Θ

((
α
2
−1
)

log2
L
dL
ξ
e+

α
2
(εL − εdL

ξ
e) log2 e

)
.

Fig. 3.3 demonstrates the asymptotic lower-bounds of the average ergodic

capacity without and with CSIT when the ratio ξ is fixed to be 100. As we can see

from Fig. 3.3, both R̄S−o−D
lb |(0,0) and R̄S−w−D

lb |(0,0) increase logarithmically with

L when L ≤ ξ. For L > ξ, the scaling order decreases and gradually approaches

Θ(1) as L increases. The numerical results of the asymptotic lower-bounds of

the average ergodic capacity of a randomly located user with and without CSIT

are also plotted in Fig. 3.3. We can see from Fig. 3.3 that the asymptotic lower-

bounds of the average ergodic capacity of a randomly placed user with and without

CSIT have the same scaling orders as that of a fixed user at (0,0).

3.4 Simulation Results and Discussions

In this section, simulation results are presented to verify the asymptotic anal-

ysis. With the CA layout, the average ergodic capacity is obtained by averaging
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Figure 3.4: Average ergodic capacities without and with CSIT with the CA
layout versus the ratio ξ of the number of BS antennas M to the number of user

antennas N in the single-user case. N = 4. P̄k/N0 = 10dB. α = 4.

over 100 realizations of the user’s position. With the DA layout, it is further av-

eraged over 100 realizations of BS antennas’ positions. Let us first focus on the

average ergodic capacity with the CA layout.

3.4.1 CA Layout

Fig. 3.4 plots the average ergodic capacity with the CA layout. As we can

see from Fig. 3.4, the asymptotic results are accurate even when N is small, i.e.,

N = 4. As the ratio ξ of the number of BS antennas to the number of user

antennas N increases, the average ergodic capacities without and with CSIT have

the scaling orders of Θ(1) and Θ (log2 ξ), respectively. Substantial capacity gains

can be achieved with CSIT when the number of BS antennas M is large thanks

to the M
N

-fold power gain.

3.4.2 DA Layout

Fig. 3.5 plots the average ergodic capacity with the DA layout. As we can

see from Fig. 3.5, the average ergodic capacities without and with CSIT have the

same scaling orders as their asymptotic lower-bounds.
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Figure 3.5: Average ergodic capacities without and with CSIT with the DA
layout versus the number of BS antenna clusters L in the single-user case. N =

4. P̄k/N0 = 10dB. α = 4. (a)β = 2. (b)ξ = 100.

Specifically, we can see from Fig. 3.5a that when the ratio β of the number

of user antennas N to the number of BS antennas at each cluster Nc is fixed, the

average ergodic capacities without and with CSIT scale with the number of BS

antenna clusters L in the orders of Θ
((

α
2
− 1
)

log2 L
)

and Θ
(
α
2

log2 L
)
, respective-

ly. Intuitively, with L uniformly distributed BS antenna clusters, the minimum

access distance decreases in the order of Θ
(
L−1/2

)
as L increases. As a result, the

average ergodic capacities without and with CSIT both increase logarithmically

with the number of BS antenna clusters L. Moreover, as the power gain achieved

with CSIT is determined by the ratio of the number of BS antennas M to the

number of user antennas N , or L
β

in the asymptotic case, the gap between the

average ergodic capacity with CSIT and that without CSIT is enlarged when the

ratio β is constant and the number of BS antenna clusters L increases, as we can

observe from Fig. 3.5a.

In Fig. 3.5b, the ratio ξ of the number of BS antennas M to the number of

user antennas N is fixed to be 100. We can see from Fig. 3.5b that the scaling

orders of the average ergodic capacities without and with CSIT are the same as

their asymptotic lower-bounds, which are found to be Θ
((

α
2
− 1
)

log2L
)

for L ≤ ξ,

and Θ

((
α
2
−1
)

log2
L
dL
ξ
e+

α
2
(εL − εdL

ξ
e) log2 e

)
for L > ξ.

With distributed BS antennas, the cluster size Nc is a crucial parameter that

determines the system performance. For given total number of BS antennas M , an
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increase inNc leads to fewer BS antenna clusters, and thus a larger minimum access

distance. Fig. 3.5b shows that for given ξ, or M
N

in the finite case, the average

ergodic capacities monotonically increase with the number of BS antenna clusters

L, indicating that a smaller cluster size leads to a higher capacity regardless of

whether CSIT is available or not. We can then conclude from Fig. 3.5b that to

maximize the average ergodic capacity, the BS antennas should be fully distributed

in the cell, i.e., with the cluster size Nc = 1.

3.4.3 Comparison of CA and DA Layouts

For the sake of comparison, Fig. 3.6 further presents the average ergod-

ic capacities with both the CA and the DA layouts. For the DA layout, with

a fixed ratio β, (3.42) and (3.43) indicate that the asymptotic lower-bounds of

the average ergodic capacity without and with CSIT have the scaling orders of

Θ
(
(α

2
− 1) log2 ξ

)
and Θ

(
α
2

log2 ξ
)
, respectively, which are higher than that with

the CA layout, i.e., R̄S−o−C = Θ(1) and R̄S−w−C = Θ(log2 ξ). Simulation results

verify the analysis. As we can see from Fig. 3.6, a higher scaling order can always

be achieved with the DA layout regardless of whether CSIT is available or not.

Thanks to the reduced minimum access distance, substantial capacity gains can

be achieved with the DA layout when the number of BS antennas is large.

3.5 Summary

In this chapter, we present an asymptotic analysis on the average ergodic

capacity of downlink single-user MIMO systems with the CA and DA layouts. By

assuming that the user’s position follows the uniform distribution in the inscribed

circle of Cell 0, and the number of BS antennas M and the number of user antennas

N go to infinity with M/N → ξ � 1, explicit expressions for the asymptotic

average ergodic capacities with and without CSIT with the CA layout are derived,

and shown to be accurate. With the DA layout, asymptotic lower-bounds of the

average ergodic capacities with and without CSIT are developed as functions of the

number of BS antenna clusters L and the ratio β of the number of user antennas

N to the number of BS antennas at each cluster Nc. Simulation results verify that

the average ergodic capacities with and without CSIT in the DA case have the

same scaling orders as their asymptotic lower-bounds.
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Figure 3.6: Average ergodic capacities without and with CSIT versus the ratio
ξ of the number of BS antennas M to the number of user antennas N with the
CA and DA layouts in the single-user case. β = 2. N = 4. P̄k/N0 = 10dB.

α = 4.

The analysis reveals that when the ratio β of the number of user antennas

N to the number of BS antennas at each cluster Nc is fixed, the average ergodic

capacities without and with CSIT in the DA case scale with the ratio ξ of the

number of BS antennas M to the number of user antennas N in the orders of

Θ
(
(α

2
− 1) log2 ξ

)
and Θ

(
α
2

log2 ξ
)
, respectively, where α > 2 is the path-loss

factor. Both of them are shown to be higher than the scaling orders of the average

ergodic capacities with the CA layout, which are found to be Θ(1) and Θ (log2 ξ)

for the cases without and with CSIT, respectively. Substantial capacity gains can

be achieved with the DA layout when the number of BS antennas is large.

If the ratio ξ is fixed, the average ergodic capacities without and with CSIT

in the DA case monotonically increase with the number of BS antenna clusters

L at a decreasing rate, which indicates that for given amount of BS antennas, a

fully distributed BS antenna layout, i.e., with the cluster size Nc = 1, achieves the

highest average ergodic capacity regardless of whether CSIT is available or not.
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Asymptotic Average Ergodic

Rate of Multi-User Single-Cell

MIMO

In this chapter, the asymptotic analysis is extended to a multi-user single-

cell MIMO system, and the effect of different precoding schemes on the scaling

behavior of the average ergodic rate is further discussed. This chapter is organized

as follows. Section 4.1 presents a literature review on previous related work. The

ergodic rates with two representative linear precoding schemes, singular-value-

decomposition (SVD) and block-diagonalization (BD), are analyzed in Section

4.2. The asymptotic average ergodic rates with SVD and BD are characterized

in Section 4.3 and Section 4.4, respectively. The scaling behavior is discussed in

Section 4.5 and verified by simulation results presented in Section 4.6. Section 4.7

summarizes this chapter.

37
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4.1 Literature Review

In a multi-user MIMO system, precoding is usually adopted at the BS side as

the users are typically unable to coordinate with each other. The downlink rate

performance of each user is thus crucially determined by the precoding strategy.

For MIMO Gaussian downlink channels, the sum capacity has been exten-

sively studied in [27, 28, 30, 31], and the capacity region was characterized in [32],

which showed that the optimum precoding is a pre-interference-cancelation strat-

egy known as dirty-paper coding (DPC)[33]. Despite the information-theoretical

optimality, it is difficult to implement the idea of DPC in practice. A number of

linear [30, 34–46] and non-linear precoding schemes [47–49] were, therefore, pro-

posed to approach the sum capacity with manageable complexity (see [50] for a

comprehensive overview). Among them, the singular-value-decomposition (SVD)

[10] and block-diagonalization (BD) [41] are two representative non-orthogonal

and orthogonal linear precoding schemes, respectively.

Although these precoding schemes are originally proposed for conventional

multi-user MIMO systems with co-located BS antennas, they can be applied to

that with distributed BS antennas in a straightforward manner. With BS anten-

nas grouped into geographically distributed clusters, however, the downlink rate

performance becomes closely dependent on the positions of BS antenna clusters.

When the numbers of BS antennas and users are large, it is increasingly difficult to

characterize the average rate performance. Therefore, most studies have focused

on a regular BS antenna layout with a small number of BS antenna clusters for

computational tractability [52–56]. In this chapter, asymptotic bounds will be de-

veloped to study the scaling behavior of the average ergodic rate when the number

of BS antenna clusters and the number of users are large.

Specifically, we focus on a K-user single-cell MIMO system with two repre-

sentative linear precoding schemes: SVD and BD. By assuming that the num-

ber of BS antennas M and the number of user antennas N go to infinity with

M/N → ξK � 1, explicit expressions for the asymptotic average ergodic rates

with the CA layout are derived. For the DA layout, asymptotic bounds are devel-

oped to characterize the scaling behavior of the average ergodic rate.
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4.2 Ergodic Rate

In this chapter, we assume that K users are uniformly distributed in the

inscribed circle of Cell 0, and the BS has full CSI of all K users. (2.6) is then

reduced to

RMU
k =

1

N
EHk,B0

[
log2 det

(
IN+

P̄k‖γk,B0‖2G̃k,B0WkW
†
kG̃
†
k,B0

N0IN + Qintra
k

)]
, (4.1)

where Qintra
k is the covariance matrix of the intra-cell interference. If the precoding

matrix Wj is independent of the normalized channel gain matrix G̃k,B0 from BS

0 to user k, for j ∈ K0 and j 6= k, Appendix C shows that the covariance matrix

of the intra-cell interference can be obtained as

Qintra
k =

∑
m∈B0

∑
j∈K0,j 6=k

|γk,m|2
N∑
n=1

E
[
|wjm,n|2

]
P̄jIN , (4.2)

where wjm,n denotes the entry at the m-th row and n-th column of Wj.

In this chapter, we assume that the number of BS antennas at each cluster Nc

equals the number of user antennas N . As the ergodic rate is closely dependent on

the precoding matrix Wk, we first derive the ergodic rates with two representative

precoding schemes: SVD and BD.

4.2.1 SVD

SVD is a classic capacity-achieving method in single-user MIMO systems

with CSIT [10]. In particular, for user k ∈ K0, the precoding matrix WSV D
k can

be obtained from (3.19-3.23). It is clear that for user j ∈ K0, its precoding matrix

WSV D
j is only determined by its own normalized channel gain matrix G̃j,K0 . By

combining (4.1-4.2) and (3.19-3.23), the ergodic rate of user k with SVD in a

multi-user single-cell MIMO system can be obtained as

RMU−SV D
k =

1

N
EHk,B0

[
log2 det

(
IN+µMU−SV D

k Λk,B0ΩkΩ
†
kΛ
†
k,B0

)]
, (4.3)
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where the average received signal-to-interference-plus-noise ratio (SINR) µMU−SV D
k

is given by

µMU−SV D
k =

P̄k‖γk,B0‖2

N0 +
∑

j∈K0,j 6=k
∑M

m=1 |γk,m|2
∑N

n=1 E
[
|wjm,n|2

]
P̄j
. (4.4)

4.2.2 BD

BD is a representative orthogonal linear precoding scheme. With BD, an

intra-cell-interference-free block channel is obtained by projecting the desired sig-

nal to the null space of the channel gain matrices of the intra-cell users, and then

decomposed to several parallel sub-channels. It requires that the number of BS

antennas M is no smaller than the total number of user antennas KN . [41] shows

that for user k ∈ K0, its precoding matrix WBD
k can be obtained by an SVD-based

method. In particular, for user k ∈ K0, define Xk,B0 as

Xk,B0 =
[
G̃T

1,B0 , · · · , G̃
T
k−1,B0 , G̃

T
k+1,B0 , · · · , G̃

T
K,B0

]T
, (4.5)

and denote its SVD as

Xk,B0 = Ûk,B0Λ̂k,B0

[
V̂

(1)
k,B0 , V̂

(0)
k,B0

]†
, (4.6)

where V̂
(1)
k,B0 holds the first (K − 1)N right singular vectors and V̂

(0)
k,B0 holds the

rest. V̂
(0)
k,B0 corresponds to zero singular values and forms an orthogonal basis for

the null space of Xk,B0 . Let X̃k,B0 = G̃k,B0V̂
(0)
k,B0 , and denote its SVD as

X̃k,B0 = Ũk,B0Λ̃k,B0Ṽ
†
k,B0 , (4.7)

where Λ̃k,B0=
[
diag

(√
λ̃1,
√
λ̃2, . . . ,

√
λ̃N

)
,0N×(M−KN)

]
is composed by eigenval-

ues {λ̃n} of X̃k,B0X̃
†
k,B0 . The precoding matrix of user k with BD can be written

as

WBD
k = V̂

(0)
k,B0Ṽk,B0Ω̃k, (4.8)
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where Ω̃k denotes the power distribution of the N parallel sub-channels, which is

given by

Ω̃k =

diag

√ Pk(λ̃1)

P̄k‖γk,B0‖2
,

√
Pk(λ̃2)

P̄k‖γk,B0‖2
, · · · ,

√
Pk(λ̃N)

P̄k‖γk,B0‖2

 ,0N×M−KN

T ,
(4.9)

with {Pk(λ̃n)} denoting the water-filling power allocation, i.e.,

Pk(λ̃n) =

(
ζ̃ − N0

λ̃n

)+

, (4.10)

where ζ̃ is chosen to satisfy

N∑
n=1

Pk(λ̃n) = P̄k‖γk,B0‖2. (4.11)

With BD, the intra-cell interference uintrak = 0 as G̃k,B0W
BD
j = 0 for all

j ∈ K0 and j 6= k. By combining (4.1) and (4.7-4.11), the ergodic rate with BD

in a multi-user single-cell MIMO system can be obtained as

RMU−BD
k =

1

N
EHk,B0

[
log2 det

(
IN + µMU−BD

k Λ̃k,B0Ω̃kΩ̃
†
kΛ̃
†
k,B0

)]
, (4.12)

where the average received SNR µMU−BD
k is given by

µMU−BD
k =

P̄k‖γk,B0‖2

N0

. (4.13)

Note from (4.3) and (4.12) that the ergodic rates with SVD and BD are both

dependent on P̄k. In this chapter, we assume that the total transmit power Pt is

equally divided over K users, i.e.,

P̄k =
1

K
Pt. (4.14)

With equal power allocation, the average received SINR with SVD µMU−SV D
k and

the average received SNR with BD µMU−BD
k can be then obtained by substituting
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Figure 4.1: Empirical eigenvalue distribution (4.18) of G̃C
k,B0

(
G̃C
k,B0

)†
∼

WN (M, 1
M IN ) as M,N →∞ with M/N → ξK ≥ 1.

(4.14) into (4.4) and (4.13) as

µMU−SV D
k =

‖γk,B0‖2

KN0

Pt
+
∑

j∈K0,j 6=k
∑M

m=1 |γk,m|2
∑N

n=1 E
[
|wjm,n|2

] , (4.15)

and

µMU−BD
k =

Pt‖γk,B0‖2

KN0

, (4.16)

respectively.

In the following of this chapter, an asymptotic analysis on the average ergodic

rates with SVD and BD will be presented by assuming that the number of BS

antennas M and the number of user antennas N go to infinity with M/N →
ξK � 1. With the DA layout, as the BS antennas are grouped into L clusters

with N antennas at each cluster, the asymptotic assumption reduces to N →∞.

In the next section, we will first focus on the asymptotic average ergodic rate with

SVD.
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4.3 Asymptotic Average Rate with SVD

4.3.1 CA Layout

With the CA layout, the average received SINR of user k can be obtained by

combining (4.15) and (2.10) as

µMU−SV D−C
k =

Mρ−αk
KN0

Pt
+ (K − 1)ρ−αk

≈ M

K − 1
, (4.17)

for large Pt
N0
� 1.

Moreover, with the CA layout, the normalized channel gain matrix G̃C
k,B0 =√

1
M

Hk,B0 . According to the Marcenko-Pastur law [64], as M,N → ∞ and

M/N → ξK ≥ 1, the empirical eigenvalue distribution of G̃C
k,B0

(
G̃C
k,B0

)†
∼

WN(M, 1
M

IN) converges almost surely to the following distribution:

fλ(x) =

{
1

2πx

√
(x+ − ξKx)(ξKx− x−)

0

if 1
ξK
x− ≤ x ≤ 1

ξK
x+

otherwise,
(4.18)

where x+ =
(√

ξK + 1
)2

and x− =
(√

ξK − 1
)2

. As we can see from Fig. 4.1,

as ξK grows, the eigenvalues of G̃C
k,B0

(
G̃C
k,B0

)†
become increasingly deterministic,

and eventually converge to E[λ] = 1. As a result, we have

ΛC
k,B0 ≈

[
IN ,0N×(M−N)

]
, (4.19)

for large ξK � 1. By combining (3.21-3.23), (4.3), (4.17), and (4.19), the asymp-

totic ergodic rate of user k with SVD in the CA layout as M,N → ∞ and

M/N → ξK � 1 can be obtained as

RMU−SV D−C
k ≈ log2(1 + ξ), (4.20)

for large Pt
N0
� 1 and K � 1. (4.20) indicates that the asymptotic ergodic rate

with the CA layout does not vary with the position of user k. As a result, the

asymptotic average ergodic rate can be then written as

R̄MU−SV D−C = RMU−SV D−C
k ≈ log2(1 + ξ). (4.21)
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4.3.2 DA Layout

With the DA layout, as both the eigenvalue distribution of G̃D
k,B0

(
G̃D
k,B0

)†
and the average received SINR µMU−SV D−D

k vary with the positions of users and

BS antenna clusters, it is difficult to characterize the average ergodic rate. As a

result, we resort to an asymptotic bound to study its scaling behavior.

In particular, with a large number of BS antenna clusters L� 1, each user k ∈
K0 is close to some antenna cluster l∗k, such that the large-scale fading coefficient

d−αk,l∗k,0
� d−αk,l,0 if l 6= l∗k. In this case, ‖γk,B0‖2 ≈ d−αk,l∗k,0

� 1. According to (3.21-

3.23), with P̄k
N0
‖γk,B0‖2 � 1, the waterfilling power allocation can be approximated

by equal power allocation over N sub-channels, i.e.,

ΩD
k ≈

√
1

N
[IN ,0N×M−KN ]T , (4.22)

On the other hand, with ‖γk,B0‖2 ≈ d−αk,l∗k,0
, the normalized large-scale fading matrix

can be approximated by

BD
k,B0 ≈

√
1

N

[
0N×N(l∗k−1),1N×N ,0N×N(L−l∗k)

]
, (4.23)

according to (2.8). The normalized channel gain matrix with the DA layout G̃D
k,B0

can be then written as

G̃D
k,B0 ≈

√
1

N

[
0N×N(l∗k−1),H

(1)
k,0,0N×N(L−l∗k)

]
, (4.24)

where H
(1)
k,0 ∈ CN×N denotes the small-scale fading matrix between user k and its

closest BS antenna cluster, i.e., L0
l∗k

. As N →∞, the empirical distribution of the

eigenvalues of G̃D
k,B0

(
G̃D
k,B0

)†
≈ 1

N
H

(1)
k,0

(
H

(1)
k,0

)†
∼ WN

(
N, 1

N
IN
)

converges to the

following distribution [64]:

fλ(x) =

{
1

2πx

√
4x− x2

0

if 0 ≤ x ≤ 4

otherwise.
(4.25)

By combining (4.22-4.25) and (4.3), the asymptotic ergodic rate with SVD in the

DA layout as N →∞ can be then obtained as

RMU−SV D−D
k ≈ Φ

(
µ̄MU−SV D−D
k

)
, (4.26)
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with

Φ(x) = 2 log2

(
1 +
√

1 + 4x

2

)
− log2 e

4x

(√
1 + 4x− 1

)2

, (4.27)

where the normalized average received SINR µ̄MU−SV D−D
k is given by

µ̄MU−SV D−D
k =

1

N
µMU−SV D−D
k

L�1
≈

d−αk,l∗k,0
KN0

Pt
+
∑

j∈K0,j 6=k d
−α
j,l∗j ,0

Pt
N0
�1

≈
d−αk,l∗k,0∑

j∈K0,j 6=k d
−α
j,l∗j ,0

, (4.28)

by substituting ‖γj,B0‖2 ≈ d−αj,l∗j ,0
into (4.15), for j ∈ K0. Let us write µ̄MU−SV D−D

k

as

µ̄MU−SV D−D
k =

d−αk,l∗k,0∑
j 6=k,l∗j=l∗k

d−αk,l∗j ,0
+
∑

j 6=k,l∗j 6=l∗k
d−αk,l∗j ,0

=
1

mk +
∑

j 6=k,l∗j 6=l∗k

(
dk,l∗

j
,0

dk,l∗
k
,0

)−α , (4.29)

where mk denotes the number of interfering users whose closest BS antenna cluster

is the same as user k’s, i.e., l∗j = l∗k for j, k ∈ K0 and j 6= k. With a large number

of BS antenna clusters, the distance from each user j ∈ K0 to its closest BS

antenna cluster l∗j is very small such that dk,l∗j ,0 ≈ dk,j,K0 , where dk,j,K0 denotes the

distance between user k and user j ∈ K0. We can then obtain an upper-bound of

µ̄MU−SV D−D
k as

µ̄MU−SV D−D
k ≤ µ̄MU−SV D−D

k,ub =

{
1
mk

if mk 6= 0

Y α otherwise,
(4.30)

where Y =
d
(1)
k,K0

d
(1)
k,0

, with d
(1)
k,0 and d

(1)
k,K0

denoting the distances from user k to the

closest BS antenna cluster in Cell 0 and to the closest user among the other K−1

users in Cell 0, respectively. An asymptotic upper-bound of the average ergodic

rate with the DA layout can be then obtained by combining (4.26) and (4.30) as

RMU−SV D−D
k ≤ RMU−SV D−D

k,ub =

 Φ
(

1
mk

)
if mk 6= 0

Φ (Y α) otherwise.
(4.31)



46 Chapter 4

It is clear from (4.31) that the asymptotic upper-bound of the ergodic rate

RM−SV D−D
k,ub is dependent on mk and Y , which varies with the positions of users and

BS antenna clusters. By combining (2.20) and (4.31), an asymptotic upper-bound

of the average ergodic rate with the DA layout can be obtained as

R̄MU−SV D−D
ub =

∫ ∞
0

Φ(yα)fY (y)dy · Pr{mk = 0}+
K−1∑
n=1

Φ

(
1

n

)
Pr{mk = n}.

(4.32)

[65] shows that the pdf of Y =
d
(1)
k,K0

d
(1)
k,0

can be obtained as

fY (y) ≈ 2ξy

(ξ + y2)2
, (4.33)

for L,K � 1, where ξ equals the ratio of the number of BS antenna clusters L

to the number of users K. With L uniformly distributed BS antennas, mk follows

the binomial distribution with parameters K − 1 and 1/L. For large L,K � 1,

by noting that ξ = L
K

, the distribution of mk can be approximated as a Poisson

distribution with parameter 1
ξ
:

Pr{mk = n} ≈ ξ−ne−1/ξ

n!
, (4.34)

n = 1, 2, · · · , K − 1. By combining (4.32-4.34), the asymptotic upper-bound of

the average ergodic rate with the DA layout can be then obtained as

R̄MU−SV D−D
ub ≈

K−1∑
n=1

Φ

(
1

n

)
· ξ
−ne−ξ

n!
+ e−1/ξ ·

∫ ∞
0

Φ(yα) · 2ξy

(ξ + y2)2dy. (4.35)

4.4 Asymptotic Average Rate with BD

4.4.1 CA Layout

With the CA layout, as the BS antennas are co-located at the center of the

cell, by combining (4.16) and (2.10), we have

µMU−BD−C
k =

MPtρ
−α
k

KN0

. (4.36)
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Figure 4.2: Empirical eigenvalue distribution (4.37) of X̃C
k,B0

(
X̃C
k,B0

)†
∼ WN

(
M − (K − 1)N, 1

M IN
)

as M,N →∞ with M/N → ξK ≥ 1.

As M,N → ∞ and M/N → ξK ≥ 1, the empirical eigenvalue distribution

of X̃C
k,B0

(
X̃C
k,B0

)†
∼ WN

(
M − (K − 1)N, 1

M
IN
)

converges almost surely to the

following distribution [64]:

fλ̃(x) =

{
1

2πx

√
(x̃+ − ξKx)(ξKx− x̃−)

0

if 1
ξK
x̃− ≤ x ≤ 1

ξK
x̃+

otherwise,
(4.37)

where x̃+ =
(√

ξK −K + 1 + 1
)2

and x̃− =
(√

ξK −K + 1− 1
)2

. As Fig. 4.2

shows, as ξK grows, the eigenvalues of X̃C
k,B0

(
X̃C
k,B0

)†
become increasingly deter-

ministic, and eventually converge to E[λ̃] = 1− K−1
ξK

. As a result, we have

Λ̃C
k,B0 ≈

[√
1− K−1

ξK
IN ,0N×(M−KN)

]
, (4.38)

for large ξK � 1. By combining (4.9-4.12), (4.36), and (4.38), the asymptotic

ergodic rate of user k with the CA layout can be obtained as

RMU−BD−C
k ≈ log2

(
1 +

(
ξ − 1 +

1

K

)
· Pt
N0

ρ−αk

)
. (4.39)

As RMU−BD−C
k varies with the radial coordinate ρk of user k, by combining

(4.39) and (2.21), the asymptotic average ergodic rate with the CA layout can be
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further obtained as

R̄MU−BD−C ≈
∫ 1

0

log2

(
1 +

(
ξ − 1 +

1

K

)
· Pt
N0

x−α
)
fρk(x)dx, (4.40)

where fρk(x) = 2x is the pdf of the radial coordinate of user k. For large P̄k
N0
� 1

and K � 1, we have

R̄MU−BD−C ≈ log2

Pt
N0

+
α

ln 4
+ log2(ξ − 1). (4.41)

4.4.2 DA Layout

With the DA layout, the BS antennas are grouped into uniformly distributed

clusters with N antennas at each cluster. As it is difficult to characterize the

asymptotic average ergodic rate, similar to the single-user case, we resort to a

lower-bound to study its scaling behavior.

Specifically, Appendix D shows that with L � K, the ergodic rate with the

DA layout RMU−BD−D
k is lower-bounded by

RMU−BD−D
k,lb =

1

N
E

H̃
(1)
k,0

[
log2 det

(
IN +

1

N

P̄k
N0

(
d̃

(1)
k,0

)−α
H̃

(1)
k,0

(
H̃

(1)
k,0

)†)]
, (4.42)

where d̃
(1)
k,0 denotes the minimum access distance from user k ∈ K0 to L−K+1 BS

antenna clusters which are uniformly distributed in the inscribed circle of Cell 0.

H̃
(1)
k,0 ∈ CN×N denotes the corresponding small-scale fading matrix. As N → ∞,

the empirical eigenvalue distribution of 1
N

H̃
(1)
k,0

(
H̃

(1)
k,0

)†
∼ WN

(
N, 1

N
IN
)

converges

almost surely to the distribution given in (4.25). By combining (4.14), (4.25),

and (4.42), the asymptotic lower-bound of the ergodic rate with the DA layout as

N →∞ can be obtained as

RMU−BD−D
k,lb = Φ

 Pt
N0

·

(
d̃

(1)
k,0

)−α
K

 , (4.43)

where Φ(x) is given in (4.27), which can be approximated as

Φ(x) ≈ log2 x− log2 e, (4.44)
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for large x � 1. With L � K, the minimum access distance d̃
(1)
k,0 � 1. The

asymptotic lower-bound of the average ergodic rate with the DA layout can be

then obtained by combining (4.43-4.44) as

RMU−BD−D
k,lb ≈ log2

 Pt
N0

·

(
d̃

(1)
k,0

)−α
K

− log2 e. (4.45)

By combining (4.45) and (2.19), the asymptotic lower-bound of the average

ergodic rate with the DA layout can be then obtain as

R̄MU−BD−D
lb ≈

∫ 1

0

∫ 1+y

0

log2

(
x−α

K

)
f
d̃
(1)
k,0|ρk

(x|y)fρk(y)dxdy + log2

(
Pt
N0

)
− log2 e,

(4.46)

where fρk(y) = 2y is the pdf of the radial coordinate of user k. f
d̃
(1)
k,0|ρk

(x|y) denotes

the conditional pdf of d̃
(1)
k,0 given user k’s position at (ρk, θk). Recall that d̃

(1)
k,0 is

the minimum access distance from user k to L−K + 1 uniformly distributed BS

antenna clusters in Cell 0. It can be easily obtained that

f
d̃
(1)
k,0|ρk

(x|y) = (L−K + 1)(1− Fdk,l,0|ρk(x|y))L−Kfdk,l,0|ρk(x|y), (4.47)

where Fdk,l,0|ρk(x|y) and fdk,l,0|ρk(x|y) are given in (2.12-2.13) and (2.14), respec-

tively.

4.5 Scaling Behavior

4.5.1 SVD

With SVD, the asymptotic average ergodic rate with the CA layout R̄MU−SV D−C

and the asymptotic upper-bound of the average ergodic rate with the DA layout

R̄MU−SV D−D
ub have been characterized in (4.21) and (4.35), respectively. As a non-

orthogonal linear precoding scheme, the rate performance with SVD is limited by

the intra-cell interference.

With the CA layout, it is clear from (4.21) that R̄MU−SV D−C has the scaling

order of Θ(log2 ξ) as the ratio ξ of the number of BS antennas M to the total
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CA: Eq. (4.21)

DA: Eq. (4.35)
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Figure 4.3: Asymptotic average ergodic rate with SVD versus the ratio ξ of
the number of BS antennas M to the total number of user antennas KN in the

single-cell case. K = 20. α = 4.

number of user antennas KN increases. With the DA layout, (4.35) indicates that

the scaling order of the asymptotic upper-bound R̄MU−SV D−D
ub is determined by

the number mk of interfering users whose closest BS antenna cluster is the same as

user k’s, and the ratio Y of the distance d
(1)
k,0 from user k to the closest BS antenna

cluster to the distance d
(1)
k,K0

from user k to the closest user among the other K−1

users.

When ξ � 1, i.e., L � K, the probability that user k and user j are close

to the same BS antenna cluster is low, i.e., Pr{l∗j = l∗k|j 6= k} ≈ 0. We then have

Pr{mk = 0} ≈ 1. Moreover, as L and K increase, the distances from the user to

the closest BS antenna cluster d
(1)
k,0 and to the closest user among the other K − 1

users d
(1)
k,K0

decrease in the orders of Θ
(
L−1/2

)
and Θ

(
K−1/2

)
, respectively. As a

result, we can see from (4.32) that with L� K � 1, the asymptotic upper-bound

of the average ergodic capacity R̄MU−SV D−D
ub has the scaling order of Θ

(
α
2

log2
L
K

)
,

or equivalently, Θ
(
α
2

log2 ξ
)
, where α > 2 is the path-loss factor.

Fig. 4.3 demonstrates the asymptotic average ergodic rate with the CA layout

R̄MU−SV D−C and the asymptotic upper-bound of the average ergodic rate with

the DA layout R̄MU−SV D−D
ub . As we can see from Fig. 4.3, both R̄MU−SV D−C and

R̄MU−SV D−D
ub increase logarithmically with ξ, but a higher scaling order is achieved

in the DA case.
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Figure 4.4: Asymptotic average ergodic rate with BD versus the ratio ξ of
the number of BS antennas M to the total number of user antennas KN in the

single-cell case. Pt/N0 = 10dB. α = 4.

4.5.2 BD

With BD, the asymptotic average ergodic rate with the CA layout and the

asymptotic lower-bound of the average ergodic rate with the DA layout are char-

acterized in (4.41) and (4.46), respectively. In contrast to SVD where the rate

performance is intra-cell-interference limited, the rate performance with BD can

be improved by increasing Pt
N0

.

With the CA layout, (4.41) indicates that the asymptotic average ergodic rate

R̄MU−BD−C has the scaling order of Θ(log2 ξ). With the DA layout, we can see

from (4.46) that the scaling behavior of the asymptotic lower-bound of the average

ergodic rate R̄MU−BD−D
lb is determined by the minimum access distance d̃

(1)
k,0 from

user k to L−K + 1 uniformly distributed BS antenna clusters, which decreases in

the order of Θ
(
(L−K + 1)−1/2

)
as L and K increase. As a result, the asymptotic

lower-bound R̄MU−BD−D
lb scales in the order of Θ

(
log2

(L−K+1)α/2

K

)
. For L � K,

we further have R̄MU−BD−D
lb = Θ

(
log2

(
ξL

α
2
−1
))

.

Fig. 4.4 illustrates how the asymptotic average ergodic rate with the CA lay-

out R̄MU−BD−C and the asymptotic lower-bound of the average ergodic rate with

the DA layout R̄MU−BD−D
lb vary with the ratio ξ of the number of BS antennas M

to the total number of users KN . We can see from Fig. 4.4 that both R̄MU−BD−C
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Figure 4.5: Average ergodic rate with the CA layout versus the ratio ξ of the
number of BS antennas M to the total number of user antennas KN in the

single-cell case. N = 2. K = 20. Pt/N0 = 10dB. α = 4.

and R̄MU−BD−D
lb logarithmically increase with ξ in the order of Θ (log2 ξ). In con-

trast to R̄MU−BD−C which is only determined by the ratio ξ, with the DA layout,

R̄MU−BD−D
lb further increases with the number of BS antenna clusters L, indicating

that substantial gains can be obtained when L is large.

4.6 Simulation Results and Discussions

In this section, simulation results are presented to verify the analysis. With

the CA layout, the average ergodic rate is obtained by averaging over 100 realiza-

tions of the positions of the users. With the DA layout, it is further averaged over

100 realizations of BS antenna topologies.

4.6.1 CA Layout

Fig. 4.5 plots how the average ergodic rate with the CA layout varies with

the ratio ξ of the number of BS antennas M to the total number of user antennas

KN . As we can see from Fig. 4.5, the asymptotic results are accurate even when

N is small, i.e., N = 2. The average ergodic rates with SVD and BD both scale

with the ratio ξ in the same order, which is found to be Θ (log2 ξ). Nevertheless,
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Figure 4.6: Average ergodic rate with the DA layout versus the number of BS
antenna clusters L in the single-cell case. ξ = 2. N = 2. Pt/N0 = 10dB. α = 4.

because of the severe intra-cell interference, the rate performance with SVD is

significantly inferior to that with BD.

4.6.2 DA Layout

Fig. 4.6 demonstrates how the average ergodic rate with the DA layout varies

with the number of BS antenna clusters L when the ratio ξ of the number of BS

antennas M to the total number of user antennas KN is fixed to be 2. As we

can see from Fig. 4.6, the average ergodic rates with SVD and BD show the same

scaling orders as their asymptotic bounds, which are found to be Θ
(
α
2

log2
L
K

)
and

Θ
(

log2
(L−K+1)α/2

K

)
, respectively. The average ergodic rate with SVD is signifi-

cantly lower than that with BD due to the severe intra-cell interference, and the

rate gap is enlarged as the number of BS antenna clusters L increases.

4.6.3 Comparison of CA and DA Layouts

For the sake of comparison, Fig. 4.7 further presents the average ergodic

rates with both the CA and the DA layouts. Although a higher scaling order

can always be observed with the DA layout, the gains are more prominent when

BD is adopted. With the DA layout, the minimum access distance decreases with
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number of BS antennas M to the total number of user antennas KN with CA
and DA layouts in the single-cell case. K = 20. N = 2. Pt/N0 = 10dB. α = 4.

the number of BS antenna clusters L. With SVD, both the desired signal and

the interference signal become stronger as L increases, leading to marginal rate

gains over that with the CA layout. With BD, as the intra-cell interference has

been eliminated, more prominent rate gains can be achieved thanks to the reduced

minimum access distance.

4.7 Summary

In this chapter, the asymptotic analysis is extended to a K-user single-cell

MIMO system with two representative linear precoding schemes: SVD and BD.

By assuming that the number of BS antennas M and the number of user antennas

N go to infinity with M/N → ξK � 1, the asymptotic average ergodic rates with

both SVD and BD are derived explicitly for the CA layout, which are shown to be

accurate even for small N . With the DA layout, an asymptotic upper-bound of

the average ergodic rate with SVD and an asymptotic lower-bound of the average

ergodic rate with BD are developed. Simulation results verify that the average

ergodic rates have the same scaling orders as their asymptotic bounds.
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The analysis reveals that the scaling orders are dependent on the precoding

schemes. With SVD, the average ergodic rates with the CA and DA layouts scale

with the ratio ξ of the number of BS antennas to the number of total user antennas

in the orders of Θ (log2 ξ) and Θ
(
α
2

log2 ξ
)
, respectively, where α > 2 is the path-

loss factor. With BD, the scaling orders with the CA and DA layouts are found

to be Θ (log2 ξ) and Θ
(

log2

(
ξL

α
2
−1
))

, respectively.

Compared to the CA layout, a higher scaling order can be always observed in

the DA case, and substantial gains can be achieved with both SVD and BD due

to the reduction of the minimum access distance. The rate gains become more

prominent when an orthogonal precoding scheme such as BD is adopted.





Chapter 5

Asymptotic Average Ergodic

Rate of Multi-User Multi-Cell

MIMO

In this chapter, the asymptotic analysis is further extended to a multi-user

multi-cell MIMO system, and the scaling behavior of the average ergodic rates

in the presence of inter-cell interference is studied. This chapter is organized as

follows. Section 5.1 presents a literature review on previous related work. The

inter-cell interference is discussed in Section 5.2. The scaling orders of the average

ergodic rates in MIMO cellular networks with the CA and DA layouts are charac-

terized and verified by simulation results in Section 5.3. Section 5.4 summarizes

this chapter.

57
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5.1 Literature Review

In a multi-user multi-cell MIMO system with universal frequency reuse, the

inter-cell interference becomes a severe limiting factor to system performance and

renders tremendous difficulties in modeling and performance evaluation [66]. A

great deal of effort has been made to address this issue by introducing different

levels of BS cooperation (see [67] for a comprehensive overview). In many cases,

however, the problem becomes intractable when fading and interference are both

taken into consideration. Various simplified models are therefore proposed [68–71],

and a small group of users and BS antennas is usually assumed for computational

tractability [72–76].

If the BS antennas are geographically distributed, the rate performance is

further dependent on the BS antennas’ positions. For computational tractability,

most studies have focused on a regular BS antenna layout with a small number

of BS antennas [57–59]. In this chapter, asymptotic bounds will be developed to

characterize the scaling behavior of the average rate performance with SVD and

BD when the number of BS antennas and the number of users are large.

Specifically, we focus on a multi-user multi-cell MIMO system with 7 cells

and K uniformly distributed users in the inscribed circle of each cell. We assume

that each BS has full CSI of all users in its own cell, and no cooperation is adopted

among BSs. By assuming that the number of BS antennas M and the number

of user antennas N go to infinity with M/N → ξK � 1, the asymptotic average

ergodic rates with the CA layout are derived for the SVD and BD cases. With the

DA layout, asymptotic bounds are developed to characterize the scaling orders of

the average ergodic rates. Simulation results verify that with both the CA and

DA layouts, the average ergodic rates in the multi-cell case have the same scaling

orders as that in the single-cell case.

5.2 Inter-cell Interference

According to (2.6), the ergodic rate is crucially determined by the covariance

matrix of the inter-cell interference Qinter
k . Appendix E shows that with equal
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power allocation, Qinter
k can be obtained as

Qinter
k =

1

M

6∑
i=1

∑
m∈Bi

|γk,m|2PtIN . (5.1)

It is clear from (5.1) that the inter-cell interference is determined by the large-

scale fading coefficients between user k and BS antennas in Cell i, i = 1, · · · , 6. In

the following of this section, we will examine how the inter-cell interference varies

with different BS antenna layouts. For illustration, we normalize the inter-cell

interference by the total transmit power Pt, and denote the normalized inter-cell

interference power as P int
k . The covariance matrix of the inter-cell interference can

be then rewritten as

Qinter
k = P int

k PtIN . (5.2)

By combining (5.1-5.2), the normalized inter-cell interference power with equal

power allocation is given by

P int
k =

1

M

6∑
i=1

∑
m∈Bi

|γk,m|2. (5.3)

5.2.1 CA Layout

With the CA layout, the normalized inter-cell interference power at user k ∈
K0 can be obtained by combining (5.3) and (2.10) as

P int,C
k =

6∑
i=1

(
ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/2
. (5.4)

(5.4) indicates that the normalized inter-cell interference power with the CA layout

P int,C
k is solely determined by the position of user k. Due to the symmetric nature

of the positions of BS antennas shown in (2.9), P int,C
k is a periodic function of

period π/3 for any ρk ∈ [0, 1]. It is maximized when θk = i · π
3
− π

6
, and minimized

when θk = i · π
3
, i = 1, · · · , 6. For given θk, the normalized inter-cell interference

P int,C
k is a monotonic increasing function of ρk. With the path-loss factor α = 4,

for instance, P int,C
k is minimized at (0, 0) with P int,C

k |(0, 0) = 0.375, and maximized

at (1, i · π
3
− π

6
) with P int,C

k |(1, i · π
3
− π

6
) ≈ 1.275, i = 1, · · · , 6.
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5.2.2 DA Layout

With the DA layout, the normalized inter-cell interference power at user k ∈
K0 can be obtained by combining (5.3) and (2.11) as

P int,D
k =

1

L

6∑
i=1

L∑
l=1

d−αk,l,i, (5.5)

with the n-th moment

E
[(
P int,D
k

)n]
=

1

Ln

∑
∑L
l=1 tl=n

n!∏L
l=1 tl!

L∏
l=1

E

( 6∑
i=1

d−αk,l,i

)tl
 , (5.6)

where the sum is taken over all possible combinations of nonnegative integers tl

given
∑L

l=1 tl = n. It is clear from (5.6) that the n-th moment of the normalized

inter-cell interference E
[(
P int,D
k

)n]
crucially depends on the distribution of the

distance dk,l,i from user k ∈ K0 to BS antenna cluster l in Cell i, l = 1, · · · , L,

i = 1, · · · , 6, which varies with user k’s position as shown in (2.15-2.16).

If user k is at the cell center (0, 0), for instance, the conditional pdf of dk,l,i

can be obtained from (2.15-2.16) as

fdk,l,i|ρk,θk(x|0, 0) =

{
2x
π

arccos x2+3
4x

if 1 ≤ x ≤ 3

0 otherwise,
(5.7)

i = 1, · · · , 6. We can see from (5.7) that fdk,l,i|ρk,θk(x|0, 0) is independent of i,

indicating an isotropic normalized inter-cell interference power. With α = 4,

the mean normalized inter-cell interference power for a cell-center user can be

obtained by combining (5.6) and (5.7) as E
[
P int,D
k |(0, 0)

]
= 2

3
, which is slightly

higher than the normalized inter-cell interference power in the CA layout, i.e.,

P int,C
k |(0, 0) = 0.375.

On the other hand, for a cell-edge user located at (1, π
6
), the conditional pdf

of dk,l,i can be obtained from (2.15-2.16) as

fdk,l,i|ρk,θk

(
x|1, π

6

)
=

2x

π
arccos

4− 4 cos (1−i)π
3

+ x2

2x
√

5− 4 cos (1−i)π
3

, (5.8)
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if
√

5− 4 cos (1−i)π
3
− 1 ≤ x ≤

√
5− 4 cos (1−i)π

3
+ 1, i = 1, · · · , 6. Otherwise,

fdk,l,i|ρk,θk
(
x|1, π

6

)
= 0. In this case, fdk,l,i|ρk,θk(x|1, π6 ) varies with i, indicating

that the BS antenna clusters in different cells have distinct contributions to the

normalized inter-cell interference power P int,D
k . Specifically, as user k is close to

the neighboring Cell 1, we have dk,l,1 � dk,l,i, for i = 2, · · · , 6. As a result,∑6
i=1 d

−α
k,l,i ≈ d−αk,l,1, and (5.6) reduces to

E
[(
P int,D
k

)n
|(1, π

6
)
]
≈ 1

Ln

∑
∑L
l=1 tl=n

n!∏L
l=1 tl!

L∏
l=1

E
[
d−tlαk,l,1 |(1, π/6)

]
. (5.9)

With tl ≥ 1 and the path-loss factor α > 2, we have tlα > 2. E
[
d−tlαk,l,1 |(1, π/6)

]
can be then obtained from (5.8) as

E
[
d−tlαk,l,1 |(1, π/6)

]
=

2

π

∫ 2

0

x−tlα+1 arccos
x

2
dx

=


1

π(tlα−2)(tlα−3)

(
23−tlα

√
πΓ(

5−tlα
2

)

Γ(
4−tlα

2
)

+ lim
x→0+

2(tlα−3) arccos x
2
−2F1

(
1
2
,
3−tlα

2
;
5−tlα

2
;x

2

4

)
x

xtlα−2

)
tlα 6= 3

2
π

lim
x→0+

1
x
arccos x

2
− 1

2
lnx tlα = 3

=∞, (5.10)

where 2F1(a, b; c; z) denotes the hypergeometric function. We can conclude from

(5.9-5.10) that for the cell-edge user at (1, π
6
), the n-th moment of the normalized

inter-cell interference power with the DA layout E
[(
P int,D
k

)n
|(1, π

6
)
]

= ∞. In-

tuitively, the inter-cell interference power becomes extremely strong if the user is

close to some BS antenna cluster in the neighboring cells. With BS antenna clus-

ters uniformly distributed in the inscribed circle of each cell, there is a non-zero

probability that some antenna cluster falls into the vicinity area of the user if it

is located at the cell edge, thus leading to the divergence of inter-cell interference

power.

Fig. 5.1 illustrates the normalized inter-cell interference power with the CA

layout P int,C
k and the mean normalized inter-cell interference power with the DA

layout E[P int,D
k ] of user k given its angular coordinate at θk = π

6
. As we can

see from Fig. 5.1, both P int,C
k and E[P int,D

k ] grow monotonically with the radial

coordinate ρk of user k because of the reduction of the distances from user k to

BS antenna clusters in the neighboring Cell 1. With the DA layout, the mean

normalized inter-cell interference power E[P int,D
k ] becomes infinite at ρk = 1.
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Figure 5.1: Normalized inter-cell interference power P intk of user k versus its
radial coordinate ρk. θk = π

6 . K = 50. L = 200. N = 2. M = 400. α = 4.
With the DA layout, simulation results are obtained based on 100 realizations

of the BS antenna topology.

The analysis is verified by the simulation results presented in Fig. 5.1. It

can be observed from Fig. 5.1 that with the DA layout, in addition to the mean,

the variance of the normalized inter-cell interference also grows with the radial

coordinate ρk of user k. It indicates that as the user moves towards the cell edge,

the rate performance becomes increasingly sensitive to its position.

In the following section, we will focus on the asymptotic average ergodic

rates with SVD and BD as the number of BS antennas M and the number of

user antennas N go to infinity with M/N → ξK � 1. With the DA layout, as

the BS antennas are grouped into L clusters with N antennas at each cluster, the

asymptotic assumption reduces to N →∞. Similar to Chapter 4, we suppose that

equal power allocation is adopted, and study the scaling behavior of the average

ergodic rates with SVD and BD.
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5.3 Asymptotic Average Ergodic Rate

5.3.1 SVD

With SVD, each user suffers from both intra-cell and inter-cell interference.

Similar to (4.3), the ergodic rate with SVD in a multi-user multi-cell MIMO system

can be obtained by combining (2.6), (3.19-3.23), (4.2), (4.14) and (5.1) as

RMC−SV D
k =

1

N
EHk,B0

[
log2 det

(
IN+µMC−SV D

k Λk,B0ΩkΩ
†
kΛ
†
k,B0

)]
, (5.11)

where the average received SINR µMC−SV D
k is given by

µMC−SV D
k =

‖γk,B0‖2

K
(
N0

Pt
+ 1

M

∑6
i=1

∑
m∈Bi |γk,m|2

)
+
∑

j∈K0,j 6=k
∑M

m=1 |γk,m|2
∑N

n=1 E
[
|wjm,n|2

] ,
(5.12)

by combining (4.15) and (5.1).

5.3.1.1 CA Layout

With the CA layout, by combining (4.17) and (5.4), the average received

SINR with the CA layout µMC−SV D−C
k can be written as

µMC−SV D−C
k =

Mρ−αk

K
(
N0

Pt
+
∑6

i=1

(
ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/2)
+ (K − 1)ρ−αk

≈ M

K
(

1 + ραk

(
N0

Pt
+
∑6

i=1

(
ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/2)) ,
(5.13)

for large K � 1.

Similar to Section 4.3.1, the asymptotic ergodic rate with the CA layout as

M,N → ∞ and M/N → ξK ≥ 1 can be obtained by combining (4.19), (5.11),
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and (5.13) as

RMC−SV D−C
k =

log2

1 +
ξ

1 + ραk

(
N0

Pt
+
∑6

i=1

(
ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/2)


≈ log2

(
1 +

ξ

1 +
∑6

i=1

(
1 + 4ρ−2

k − 4ρ−1
k cos

(
θk −

(
i · π

3
− π

6

)))−α/2
)
, (5.14)

for large Pt
N0
� 1.

It is clear from (5.14) that RMC−SV D−C
k varies with the position of user k.

By combining (5.14) and (2.21), the asymptotic average ergodic rate with the CA

layout can be obtained as

R̄MC−SV D−C =

∫ 2π

0

∫ 1

0

x log2

(
1 +

ξ

1 +
∑6

i=1

(
1 + 4

x2
− 4

x
cos
(
y −

(
i · π

3
− π

6

)))−α/2
)
·

fρk(x)fθk(y)dxdy, (5.15)

where fρk(x) = 2x and fθk(y) = 1
2π

denote the pdfs of the radial and angular

coordinates of user k, respectively.

5.3.1.2 DA Layout

With the DA layout, as the distances from the user to the interfering BS

antennas in its own cell are much smaller than the distances to the BS antennas in

the neighboring cells, the average ergodic rate is mainly determined by the intra-

cell interference. As we will show in Section 5.3.3, the asymptotic upper-bound of

the average ergodic rate developed in the single-cell case in (4.35) also serves as a

close upper-bound for the multi-cell case.

5.3.2 BD

When BD is adopted, the intra-cell interference is completely eliminated,

and thus each user only suffers from inter-cell interference. Similar to (4.12), the

ergodic rate with BD in a multi-user multi-cell MIMO system can be obtained by



Chapter 5 65

combining (2.6), (4.8-4.11), (4.14) and (5.1) as

RMC−BD
k =

1

N
EHk,B0

[
log2 det

(
IN + µMC−BD

k Λ̃k,B0Ω̃kΩ̃
†
kΛ̃
†
k,B0

)]
, (5.16)

where the average received SINR µMC−BD
k is given by

µMC−BD
k =

‖γk,B0‖2

KN0

Pt
+ K

M

∑6
i=1

∑
m∈Bi |γk,m|2

, (5.17)

by combining (4.16) and (5.1)

5.3.2.1 CA Layout

With the CA layout, by combining (4.36) and (5.4), the average received

SINR with the CA layout µMC−BD−C
k can be written as

µMC−BD−C
k =

Mρ−αk
KN0

Pt
+K

∑6
i=1

(
ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/2 . (5.18)

Similar to Section 4.4.1, the asymptotic ergodic rate with the CA layout can

be obtained by combining (4.38), (5.16) and (5.18) as

RMC−BD−C
k ≈ log2

(
1 +

(
ξ − 1 + 1

K

)
ρ−αk

N0

Pt
+
∑6

i=1

(
ρ2
k + 4− 4ρk cos

(
θk −

(
i · π

3
− π

6

)))−α/2
)
.

(5.19)

By combining (5.19) and (2.21), the asymptotic average ergodic rate with the

CA layout can be obtained as

R̄MC−BD−C ≈
∫ 2π

0

∫ 1

0

log2

(
1 +

(
ξ − 1 +

1

K

)
·

x−α

N0

Pt
+
∑6

i=1

(
x2 + 4− 4x cos

(
y −

(
i · π

3
− π

6

)))−α/2
)
fρk(x)fθk(y)dxdy, (5.20)

where fρk(x) = 2x and fθk(y) = 1
2π

denote the pdfs of the radial and angular

coordinates of user k, respectively. For ξ � 1, K � 1, and Pt
N0
� 1, we have

R̄MC−BD−C ≈ log2 (ξ − 1) + ΨC(α), (5.21)
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where ΨC(α) is given by

ΨC(α) =
α

ln 4
− 1

π

∫ 2π

0

∫ 1

0

x log2

(
6∑
i=1

(
x2 + 4− 4x cos

(
y −

(
i · π

3
− π

6

)))−α/2)
dxdy.

(5.22)

With the path-loss factor α = 4, for instance, we have ΨC(4) ≈ 3.54.

5.3.2.2 DA Layout

Similar to Section 4.4.2, with L� K, Appendix D shows that a lower-bound

of the ergodic rate with the DA layout can be obtained as

RMC−BD−D
k,lb =

1

N
E

H̃
(1)
k,0

log2 det

IN +

1
K

(
d̃

(1)
k,0

)−α
N0

Pt
+ 1

L

∑6
i=1

∑L
l=1 d

−α
k,l,i

· 1

N
H̃

(1)
k,0

(
H̃

(1)
k,0

)†
 ,

(5.23)

where d̃
(1)
k,0 denotes the minimum access distance from user k ∈ K0 to L−K+1 BS

antenna clusters which are uniformly distributed in the inscribed circle of Cell 0.

H̃
(1)
k,0 ∈ CN×N denotes the corresponding small-scale fading matrix. According to

the Marcenko-Pastur law [64], as N →∞, the empirical eigenvalue distribution of

1
N

H̃
(1)
k,0

(
H̃

(1)
k,0

)†
∼ WN

(
N, 1

N
IN
)

converges almost surely to the distribution given

in (4.25). By combining (5.23) and (4.25), the asymptotic lower-bound of the

ergodic rate with the DA layout as N →∞ can be obtained as

RMC−BD−D
k,lb = Φ

 1
K

(
d̃

(1)
k,0

)−α
N0

Pt
+ 1

L

∑6
i=1

∑L
l=1 d

−α
k,l,i

 , (5.24)

where Φ(x) is given in (4.27). With L � K, d̃
(1)
k,0 � 1. According to (4.44), the

asymptotic lower-bound RMC−BD−D
k,lb can be then approximated by

RMC−BD−D
k,lb ≈ log2

 1
K

(
d̃

(1)
k,0

)−α
N0

Pt
+ 1

L

∑6
i=1

∑L
l=1 d

−α
k,l,i

− log2 e

Pt
N0
�1

≈ log2

 1
K

(
d̃

(1)
k,0

)−α
1
L

∑6
i=1

∑L
l=1 d

−α
k,l,i

− log2 e. (5.25)
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By combining (5.25) and (2.20), the asymptotic lower-bound of the average

ergodic rate with the DA layout can be written as

R̄MC−BD−D
lb = E

ρk,d̃
(1)
k,0

[
log2

(
1

K

(
d̃

(1)
k,0

)−α)]
− Eρk,θk

[
log2

(
6∑
i=1

Edk,l,i|ρk,θk
[
d−αk,l,i|ρk, θk

])]
− log2 e

= 2

∫ 1

0

∫ 1+y

0

y log2

(
1

K
x−α

)
f
d̃
(1)
k,0|ρk

(x|y)dxdy + ΨD(α), (5.26)

where f
d̃
(1)
k,0|ρk

(x|y) is given in (4.47). ΨD(α) denotes the sum of the last two items

on the right-hand side of (5.26), which can be obtained as

ΨD(α) =− 1

π

∫ 2π

0

∫ 1

0

y log2

 6∑
i=1

∫ √
y2+4−4y cos(z−(i·π3−

π
6 ))+1√

y2+4−4y cos(z−(i·π3−
π
6 ))−1

x−αfdk,l,i|ρk,θk(x|y, z)dx

 dydz

− log2 e, (5.27)

where fdk,l,i|ρk,θk(x|y, z) is given in (2.15). With the path-loss factor α = 4, for

instance, we have ΨD(4) ≈ −3.054.

5.3.3 Simulation Results and Discussions

In this section, simulation results are presented to verify the analysis. With

the CA layout, the average ergodic rate is obtained by averaging over 100 realiza-

tions of the positions of the users. With the DA layout, it is further averaged over

100 realizations of BS antenna topologies.

As we can see from Fig. 5.2, with the CA layout, the asymptotic results are

accurate even when N is small, i.e., N = 2. With the DA layout, the average

ergodic rates have the same scaling orders as their asymptotic bounds.

By comparing Fig. 5.2 and Fig. 4.7, we can observe that the average ergodic

rates in the multi-cell case scale with the ratio ξ of the number of BS antennas M

to the total number of user antennas KN in the same orders as that in the single-

cell case. With SVD, the average ergodic rates have the scaling orders of Θ (log2 ξ)

and Θ
(
α
2

log2 ξ
)

for the CA and DA cases, respectively, where α > 2 is the path-

loss factor. With BD, the scaling orders of the average ergodic rates with the

CA and DA layouts are found to be Θ (log2 ξ) and Θ
(
log2

(
ξL

α
2
−1
))

, respectively.
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Figure 5.2: Average ergodic rates with SVD and BD versus the ratio ξ of the
number of BS antennas M to the total number of user antennas KN with the
CA and DA layouts in the multi-cell case. N = 2. K = 20. Pt/N0 = 10dB.

α = 4.

In fact, we can see from (5.4) and (5.5) that the inter-cell interference does not

affect the scaling orders in both CA and DA cases. As the ratio ξ increases, the

rate gains with the DA layout become more prominent, indicating that substantial

gains can be achieved when the number of BS antennas is large.

5.4 Summary

In this chapter, the asymptotic analysis is further extended to a multi-user

multi-cell MIMO system. By assuming that the number of BS antennas M and the

number of user antennas N go to infinity with M/N → ξK � 1, the asymptotic

average ergodic rates with the CA layout and the asymptotic bounds of the average

ergodic rates with the DA layout are developed to characterize the scaling behavior.

The analysis reveals that the inter-cell interference does not affect the scaling

behavior, and the scaling orders of the average ergodic rates in the multi-cell case

are the same as that in the single-cell case with the CA and DA layouts. A higher

average ergodic rate can always be achieved in the DA case, and the rate gains

become increasingly prominent as the number of BS antennas grows.
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Note that it comes with a caveat. Despite the better average rate performance,

the inter-cell interference with the DA layout is shown to be sensitive to the user’s

position at the cell edge, leading to a large rate difference among cell-edge users

when equal power allocation is adopted. To achieve a uniform rate across each

cell, proper transmit power allocation should be performed at each BS. In the next

chapter, we will focus on the effect of power allocation on the ergodic rate.





Chapter 6

Effect of Power Allocation on

Ergodic Rate of MIMO Cellular

Networks

In this chapter, we will discuss the effect of power allocation on the ergodic

rates with the CA and DA layouts. This chapter is organized as follows. Section

6.1 presents a literature review on previous related work. The ergodic rates with

different power allocation schemes are studied for the CA and DA cases in Section

6.2 and Section 6.3, respectively, and a comparison of the average ergodic rates

with equal power allocation and interference-aware power allocation is presented

in Section 6.4. Section 6.5 summarizes this chapter.

71
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6.1 Literature Review

In the previous chapters, we assume an equal power allocation and focus on

the average rate performance. The cellular system is, nevertheless, essentially an

asymmetric one where users in different locations are subject to remarkably dis-

tinct large-scale fading effects [77]. As both the desired signal and the interference

level are crucially determined by the large-scale fading coefficients from the user

to BS antennas, the rate performance of each user could be very sensitive to its

position if equal power allocation is adopted. It is, therefore, of paramount im-

portance to study how the rate performance of each user varies with its position

under different power allocation strategies.

In an interference-free (or loosely speaking, noise-limited) network, a unifor-

m rate can be achieved by adjusting the transmit power of each user inversely

proportional to its large-scale fading coefficient to maintain a constant average

received power. For interference-limited MIMO cellular networks, in contrast, the

analysis shows that it still leads to a large variance of rate due to a drastic change

of the interference level with the user’s position. In this case, the key to a uniform

rate lies in the SINR.

To equalize the SINR performance, extensive studies have been conducted on

the so-called “SINR balancing” or “max-min weighted SINR” problem by using

various optimization techniques [34, 36, 78–83]. If multiple antennas are employed

at each user, the optimization problem becomes non-convex and cannot be solved

efficiently [79, 81]. Various suboptimal algorithms have been proposed in [79,

82, 83]. For downlink multiple-input-single-output (MISO) single-cell systems,

iterative algorithms have been developed to find the optimal transmit power and

linear transmit beamformer to maximize the minimum weighted SINR based on the

instantaneous CSI, which, nevertheless, become computationally intensive when

the number of users K or the number of BS antennas M is large [34, 36, 78–81].

As we will show in this chapter, a uniform ergodic rate can be achieved in the CA

layout as long as the average received SINR is kept a constant.

Specifically, we focus on the effect of power allocation on the ergodic rate of a

multi-user multi-cell MIMO system with 7 cells and K users uniformly distributed

in the inscribed circle of each cell. With the CA layout, by assuming that the

number of BS antennas M and the number of user antennas N go to infinity with

M/N → ξK � 1, the asymptotic ergodic rates with SVD and BD of each user
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are derived as explicit functions of the large-scale fading coefficients from the user

to the BSs. With equal power allocation, for instance, the analysis reveals that

the ergodic rate increases without bound as the user moves toward the BS, and

a huge rate gap exists between cell-center and cell-edge users if an orthogonal

precoding scheme such as BD is adopted. With SVD, the gap is significantly

reduced because all the users suffer from severe intra-cell interference. As the user

moves away from the BS, nevertheless, a 50% decrease in the rate can still be

observed if the ratio of the number of BS antennas to the total number of user

antennas is small. It is further shown that the rate performance of each user is

still sensitive to its position even if the average received power is kept constant.

To achieve a uniform ergodic rate, an interference-aware power allocation scheme

is proposed, with which the transmit power for each user is carefully adjusted

to maintain a constant average received SINR based on the large-scale fading

coefficients from the users to the BSs. With the DA layout, the ergodic rates with

SVD and BD are shown to be even more sensitive to the user’s position compared

to the CA case if equal power allocation is adopted. To achieve a uniform rate,

the instantaneous received SINR, rather than the average received SINR, should

be equalized. In this case, the transmit power for each user should be calculated

based on its inter-cell interference power and the instantaneous CSI between the

user and the BS antennas in its own cell.

6.2 Ergodic Rate with the CA Layout

Let us start from the CA case. As M BS antennas are co-located at the center

of each cell, we denote the large-scale coefficient from user k to any antenna of

BS i as γCk,Bi , i = 0, · · · , 6. Appendix F shows that the covariance matrix of the

inter-cell interference with the CA layout can be obtained as

Qinter,C
k =

6∑
i=1

|γCk,Bi |
2PtIN . (6.1)

By combining (2.6), (3.19-3.23), (4.2), (4.19), and (6.1), the asymptotic ergodic

rate of user k with SVD as M,N →∞ and M/N → ξK � 1 can be written as

RMC−SV D−C
k = log2

(
1 + µ̄MC−SV D−C

k

)
, (6.2)
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where the normalized average received SINR µ̄MC−SV D−C
k is given by

µ̄MC−SV D−C
k =

1

N
µMC−SV D−C
k =

ξKP̄k|γCk,B0|
2

N0 + |γCk,B0 |2(Pt − P̄k) +
∑6

i=1 |γCk,B0|2Pt
. (6.3)

Similarly, by combining (2.6), (4.7-4.11), (4.38), and (6.1), the asymptotic ergodic

rate of user k with BD as M,N →∞ and M/N → ξK � 1 can be written as

RMC−BD−C
k = log2

(
1 +

(
1− K − 1

ξK

)
µ̄MC−BD−C
k

)
, (6.4)

where the normalized average received SINR µ̄MC−BD−C
k is given by

µ̄MC−BD−C
k =

1

N
µMC−BD−C
k =

ξKP̄k|γCk,B0|
2

N0 +
∑6

i=1 |γCk,B0|2Pt
. (6.5)

In the following of this section, the asymptotic ergodic rates with SVD and BD

will be characterized under different power allocation strategies. For illustration,

let us start from equal power allocation.

6.2.1 Equal Power Allocation

With equal power allocation, the transmit power Pt is equally divided over

K users in each cell, which is given in (4.14). By combining (4.14) and (6.3), the

normalized average received SINR with equal power allocation can be obtained as

µ̄MC−SV D−C
k,epa =

ξ|γCk,B0 |
2

N0

Pt
+ |γCk,B0|2(1− 1

K
) +

∑6
i=1 |γCk,Bi |2

≈
ξ|γCk,B0|

2∑6
i=0 |γCk,Bi |2

, (6.6)

for large Pt
N0
� 1 and K � 1. By combining (6.6) and (6.2), the asymptotic

ergodic rate of user k with SVD and equal power allocation can be written as

RMC−SV D−C
k,epa = log2

(
1 + ξ ·

|γCk,B0|
2∑6

i=0 |γCk,Bi |2

)
. (6.7)

Similarly, with BD, the normalized average received SINR µ̄MC−BD−C
k,epa of user k

with equal power allocation can be obtained by combining (4.14) and (6.5) as

µ̄MC−BD−C
k,epa =

ξKPt|γCk,B0 |
2

K(N0 +
∑6

i=1 |γCk,Bi |2Pt)
≈

ξK|γCk,B0|
2

K
∑6

i=1 |γCk,Bi |2
, (6.8)
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for large Pt
N0
� 1 and K � 1. According to (6.4), the asymptotic ergodic rate of

user k with BD and equal power allocation can be written as

RMC−BD−C
k,epa = log2

(
1 +

(
ξ − 1 +

1

K

)
·
|γCk,B0|

2∑6
i=1 |γCk,Bi |2

)
. (6.9)

We can see from (6.7) and (6.9) that the ergodic rates with SVD and BD are

crucially determined by the ratio ξ of the number of BS antennas M to the total

number of user antennas KN . Both rates grow unboundedly as ξ →∞. The rate

performance of user k also closely depends on the large-scale fading coefficients

γCk,Bi , i = 0, . . . , 6, which, according to (2.10), are determined by user k’s position

rUk = (ρk, θk). Specifically, we have

∑6
i=1 |γCk,Bi |

2

|γCk,B0 |2
=

6∑
i=1

ραk
(
(ρk cos(θk)− 2 cos(i · π

3
− π

6
))2

+(ρk sin(θk)− 2 sin(i · π
3
− π

6
))2
)−α/2

. (6.10)

It is clear from (6.10) that
∑6
i=1 |γCk,Bi |

2

|γCk,B0 |
2 is a periodic function of period π/3 for any

ρk ∈ [0, 1]. It is maximized when θk = i · π
3
− π

6
and minimized when θk = i · π

3
,

i = 1, . . . , 6. Let us focus on the worst case, i.e., θk = π/6, in the following

discussion. By substituting θk = π/6 into (6.10), we have∑6
i=1 |γCk,Bi |

2|θk=π/6

|γCk,B0|2
= ραk

(
(2 + ρk)

−α + (2− ρk)−α + 2(ρ2
k + 4 + 2ρk)

−α/2

+2(ρ2
k + 4− 2ρk)

−α/2) . (6.11)

Appendix G shows that (6.11) is a monotonic increasing function of ρk ∈ [0, 1]

with

min
ρk

∑6
i=1 |γCk,Bi|

2|θk=π/6

|γCk,B0|2
= 0, (6.12)

achieved when ρk = 0, and

max
ρk

∑6
i=1 |γCk,Bi |

2|θk=π/6

|γCk,B0|2
= 1 + 3−α + 2 · 7−α/2 + 2 · 3−α/2, (6.13)

achieved when ρk = 1. As a result, both RSV D
k,epa|θk=π/6 and RBD

k,epa|θk=π/6 decrease

as user k moves away from BS 0. If the path-loss factor α = 4, for instance, we
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Figure 6.1: Crossing point ρ∗k with path-loss factor α = 4. (a) ρ∗k versus
number of users K. ξ = 1. (b) ρ∗k versus ratio ξ. K = 50.

have

max
ρk
RMC−SV D−C
k,epa |α=4

θk=π/6 = log2 (1 + ξ) , (6.14)

max
ρk
RMC−BD−C
k,epa |α=4

θk=π/6 =∞, (6.15)

achieved when ρk = 0, and

min
ρk
RMC−SV D−C
k,epa |α=4

θk=π/6 = log2 (1 + 0.44ξ) , (6.16)

min
ρk
RMC−BD−C
k,epa |α=4

θk=π/6 = log2

(
1 + 0.78

(
ξ − 1 +

1

K

))
, (6.17)

achieved when ρk = 1, by substituting (6.12) and (6.13) into (6.7) and (6.9),

respectively.

We can conclude from (6.15) and (6.17) that the rate performance with BD

may drastically deteriorate as user k moves away from BS 0. With SVD, the degra-

dation is less significant because users suffer from severe intra-cell interference. For

small ξ, nevertheless, a 50% decrease in the rate could still be observed according

to (6.14) and (6.16) as ρk increases from 0 to 1. We can also see from (6.14-6.17)

that although BD leads to a higher rate at the cell center, i.e., RBD
k,epa � RSV D

k,epa at

ρk = 0, better rate performance may be achieved with SVD at the cell edge if ξ is

small. A closer look at (6.17) indicates that with ξ = 1, the rate of user at ρk = 1

with BD is approximately given by 1.13/K, which is much lower than that with

SVD when the number of users K is large.
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Pt/N0 = 20dB. M = 100, 200, 400.

In particular, according to (6.7), (6.9) and (6.11), RBD
k,epa|θk=π/6 > RSV D

k,epa|θk=π/6

if and only if ρk < ρ∗k, where ρ∗k is the root of the following equation:

ραk
(
(2 + ρk)

−α + (2− ρk)−α + 2(ρ2
k + 4 + 2ρk)

−α/2 + 2(ρ2
k + 4− 2ρk)

−α/2) =
ξ − 1 + 1

K

1− 1
K

.

(6.18)

Fig. 6.1 illustrates how the crossing point ρ∗k varies with the ratio ξ and the number

of users K when the path-loss factor α = 4. For instance, when ξ = 1, ρ∗k becomes

a monotonic decreasing function of K, which implies that most users with SVD

may have better rate performance than that with BD if the number of users K is

large. ρ∗k, however, rapidly increases with ξ. As we can see from Fig. 6.1b, when

ξ > 2.23, ρ∗k > 1, indicating that a higher rate can be achieved by BD for all the

users in the cell. As Fig. 6.2 shows, with ξ = 4, RBD
k,epa is larger than RSV D

k,epa for

any ρk ∈ [0, 1]. With ξ = 1 and 2, the two curves cross at ρ∗k = 0.46 and 0.97,

respectively. Note that simulation results are also presented in Fig. 6.2 to verify

the above analysis. As we can see from Fig. 6.2, the limiting results are accurate

even when the number of user antennas N is small, i.e., N = 2, as long as the

number of BS antennas M � N .
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6.2.2 Channel-Inversion Power Allocation

We have shown that with equal power allocation, the ergodic rates with both

SVD and BD drop as user k moves away from BS 0 due to decaying received power.

In an interference-free network, the effect of large-scale fading can be compensated

by allocating more transmit power to disadvantageous users such that the average

received power of each user is a constant regardless of the user’s position. As we

will demonstrate in this section, the channel-inversion power allocation scheme

still leads to serious unfairness for interference-limited MIMO cellular networks.

To ensure that every user achieves the same rate, the average received SINR should

be adjusted to a constant level. In the following, we will start from the rate analysis

with channel-inversion power allocation.

Suppose that the transmit power for each user is properly adjusted such that

the average received power of each user is a constant P0 regardless of the user’s

position. That is,

P̄k · |γCk,B0|
2 = P0, (6.19)

k ∈ K0. Appendix H shows that with a large number of users K, P0 can be

obtained as

P0 =
Pt(1 + α/2)

K
. (6.20)

By combining (6.3) and (6.19-6.20), the normalized average received SINR µ̄SV Dk,cpa

of user k with SVD in this case can be obtained as

µ̄MC−SV D−C
k,cpa =

ξ(1 + α/2)
N0

Pt
+ (|γCk,B0|2 −

1+α/2
K

) +
∑6

i=1 |γCk,Bi |2
≈ ξ (1 + α/2)

K
∑6

i=0 |γCk,Bi |2
, (6.21)

for large Pt
N0
� 1 and K � 1. According to (6.2), the asymptotic ergodic rate of

user k with SVD and channel-inversion power allocation can be written as

RMC−SV D−C
k,cpa = log2

(
1 + ξ · 1 + α/2∑6

i=0 |γCk,Bi |2

)
. (6.22)

With BD, the average received SINR µMC−BD−D
k,cpa of user k can be obtained

by combining (6.5) and (6.19-6.20) as

µ̄MC−BD−C
k,cpa =

ξ(1 + α/2)

(N0

Pt
+
∑6

i=1 |γCk,Bi |2)
≈ ξ(1 + α/2)∑6

i=1 |γCk,Bi |2
, (6.23)
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for large Pt
N0
� 1 and K � 1. According to (6.4), the asymptotic ergodic rate of

user k with BD and channel-inversion power allocation can be written as

RMC−BD−C
k,cpa = log2

(
1 +

(
ξ − 1 +

1

K

)
· 1 + α/2∑6

i=1 |γCk,Bi |2

)
. (6.24)

As we have shown in (6.10),
∑6

i=1 |γCk,Bi |
2 is a periodic function of period π/3

for any ρk ∈ [0, 1]. In the worst case, i.e., θk = π/6,
∑6

i=1 |γCk,Bi |
2|θk=π/6 is a

monotonic increasing function of ρk ∈ [0, 1] according to Appendix G, which is

minimized at 6 · 2−α when ρk = 0 and maximized at 1 + 3−α + 2 · 7−α/2 + 2 · 3−α/2

when ρk = 1. As a result, the corresponding asymptotic ergodic rate of user k

with BD, RBD
k,cpa|θk=π/6, decreases as user k moves away from BS 0 according to

(6.24). If the path-loss factor α = 4, we have

max
ρk
RMC−BD−C
k,cpa |α=4

θk=π/6 = log2

(
1 + 8

(
ξ − 1 +

1

K

))
, (6.25)

achieved when ρk = 0, and

min
ρk
RMC−BD−C
k,cpa |α=4

θk=π/6 = log2

(
1 + 2.35

(
ξ − 1 +

1

K

))
, (6.26)

achieved when ρk = 1.

In contrast, Appendix G shows that
∑6

i=0 |γCk,Bi |
2|θk=π/6 = ρ−αk +

∑6
i=1 |γCk,Bi |

2|θk=π/6

is a monotonic decreasing function of ρk ∈ [0, 1]. It becomes infinite when ρk = 0

and is minimized at 2 + 3−α + 2 · 7−α/2 + 2 · 3−α/2 when ρk = 1. Therefore, the

ergodic rate of user k with SVD is improved as user k moves away from BS 0

according to (6.22). With α = 4, we have

max
ρk
RMC−SV D−C
k,cpa |α=4

θk=π/6 = log2 (1 + 1.32ξ) , (6.27)

achieved when ρk = 1, and

min
ρk
RMC−SV D−C
k,cpa |α=4

θk=π/6 = 0, (6.28)

achieved when ρk = 0.

Recall that with the channel-inversion power allocation scheme in (6.19), the

transmit power allocated to user k is inversely proportional to its large-scale fading
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Figure 6.3: Ergodic rate versus radial coordinate ρk of user k ∈ K0 with
channel-inversion power allocation in the CA layout. θk = π/6. α = 4. N = 2.

K = 50. Pt/N0 = 20dB. M = 100, 200, 400.

gain so as to maintain a constant average received power. If SVD is adopted, users

closer to the cell center would suffer from higher intra-cell interference, and thus

have even worse performance than those cell-edge users. With BD, on the other

hand, users are subject to only inter-cell interference that becomes increasingly

stronger as ρk grows. Performance degradation is, hence, incurred at the cell edge.

It can be easily shown from (6.22) and (6.24) that the two rate curves again cross

at ρ∗k, which is given in (6.18).

Fig. 6.3 illustrates the rate performance with channel-inversion power allo-

cation. We can clearly see from Fig. 6.3 that despite a constant average received

power, the rates with both SVD and BD significantly vary with the distance ρk

from BS 0 to user k, and a large rate gap between cell-center users and cell-edge

users is observed in both cases. In fact, (6.2) and (6.4) have revealed that the key

to a uniform rate lies in the SINR. If the transmit power for each user is proper-

ly adjusted such that the normalized average received SINR becomes a constant

independent of the user’s position, a uniform rate can be achieved.

6.2.3 Interference-Aware Power Allocation

As SVD and BD lead to distinct SINRs, let us first focus on the SVD case.

Suppose that the normalized average received SINR of user k is fixed at a constant
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level µ̄MC−SV D−C
0 . According to (6.3), the transmit power for user k should be set

as

P̄k =
µ̄MC−SV D−C

0

(
N0 +

∑6
i=0 |γCk,Bi|

2Pt
)

(ξK + µ̄MC−SV D−C
0 )|γCk,B0|2

. (6.29)

Appendix H shows that for large Pt
N0
� 1 andK � 1, µ̄MC−SV D−C

0 is approximately

given by

µ̄MC−SV D−C
0 ≈ ξ

Υ(α) + 1− 1
K

, (6.30)

where Υ(α) is a monotonic decreasing function of the path-loss factor α:

Υ(α) =
6

π

∫ 2π

0

∫ 1

0

xα+1(x2 + 4− 4x sin y)−α/2dxdy. (6.31)

In this case, the asymptotic ergodic rate of user k with SVD can be written as

RMC−SV D−C
k,ipa = log2

(
1 +

ξ

Υ(α) + 1− 1
K

)
, (6.32)

by combining (6.30) and (6.2).

With BD, according to (6.5), the transmit power for user k should be set as

P̄k =
µ̄MC−BD−C

0

(
N0 +

∑6
i=1 |γCk,Bi |

2Pt
)

ξK|γCk,B0|2
(6.33)

to achieve a constant SINR µ̄MC−BD−C
0 . Appendix H shows that for large Pt

N0
� 1

and K � 1, µ̄MC−BD−C
0 is approximately given by

µ̄MC−BD−C
0 ≈ ξ

Υ(α)
. (6.34)

The corresponding asymptotic ergodic rate of user k can be then written as

RMC−BD−C
k,ipa = log2

(
1 +

ξ − 1 + 1
K

Υ(α)

)
, (6.35)

by combining (6.34) and (6.4).

It is interesting to note from (6.35) that when ξ = 1, the sum rateKRMC−BD−C
k,ipa

with BD approaches a constant log2 e
Υ(α)

as the number of users K increases to infinity,

which is consistent with [35] where the sum rate with zero-forcing beamforming
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Figure 6.4: Asymptotic ergodic rate with interference-aware power allocation
in the CA layout. α = 4. (a) ξ = 1 and 2. (b) K = 50.

is shown to be a constant as K → ∞ if M = K. In a sharp contrast, a lin-

ear growth of the sum rate with K can always be achieved with SVD because

KRMC−SV D−C
k,ipa ≈ K log2(1 + ξ

Υ(α)+1
) for large K according to (6.32).

We can clearly see from (6.32) and (6.35) that with the proposed interference-

aware power allocation scheme, the rate performance becomes independent of user

k’s position. Both RMC−SV D−C
k,ipa and RMC−BD−C

k,ipa logarithmically increase with the

ratio ξ of the number of BS antennas M and the total number of receive antennas

KN . A closer look at (6.32) and (6.35) indicates that BD may lead to worse

performance than SVD if ξ is small. In particular, RMC−BD−C
k,ipa > RMC−SV D−C

k,ipa if

and only if ξ > ξ∗, where ξ∗ is the root of the following equation:

ξ∗ = Υ(α) + 1− 1

K
. (6.36)

Fig. 6.4 illustrates the rate performance when the path-loss factor α = 4. In

this case, Υ(4) = 0.284 and we have

RMC−SV D−C
k,ipa |α=4 = log2

(
1 +

ξ

1.284− 1
K

)
, (6.37)

and

RMC−BD−C
k,ipa |α=4 = log2

(
1 + 3.52

(
ξ − 1 +

1

K

))
. (6.38)
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With ξ = 1, for instance, RMC−SV D−C
k,ipa |α=4 and RMC−BD−C

k,ipa |α=4 are approximately

given by 0.83 and 5/K, respectively, for a large number of users K. As we can

see from Fig. 6.4a, the asymptotic ergodic rate with BD rapidly drops as K

grows, and is much lower than that with SVD. It is, nevertheless, significantly

improved when ξ increases to 2. As Fig. 6.4b shows, RMC−BD−C
k,ipa |α=4 is higher

than RMC−SV D−C
k,ipa |α=4 if ξ > ξ∗ = 1.26. The analysis is verified by simulation

results presented in Fig. 6.5.

6.3 Ergodic Rate with the DA Layout

So far we have characterized the ergodic rate with the CA layout, which is

shown to be crucially determined by the power allocation strategies. With equal

power allocation, for instance, the ergodic rate of each user decreases drastically

as the user moves towards the cell edge when BD is adopted. With interference-

aware power allocation, on the other hand, a uniform ergodic rate can be achieved

by equalizing the average received SINR. In this section, we will further focus on

the effect of power allocation on the rate performance with the DA layout. For

illustration, the ergodic rate with equal power allocation will be first discussed.
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Figure 6.6: Simulated ergodic rate versus radial coordinate ρk of user k ∈ K0

with equal power allocation in the DA layout. Pt/N0 = 10dB. N = 2. L = 50.
M = 100. K = 20. α = 4. (a) SVD. (b) BD.

6.3.1 Equal Power Allocation

In contrast to the CA case where the ergodic rates with SVD and BD can

be obtained as explicit functions of the large-scale fading coefficients, with the

DA layout, we can only present simulation results. Fig. 6.6 shows the simulated

ergodic rates with equal power allocation in the DA layout with SVD and BD. For

the sake of comparison, the asymptotic ergodic rates with equal power allocation

in the CA layout given in (6.7) and (6.9) are also plotted.

As we can see from Fig. 6.6, although the ergodic rate with the DA layout

is better than that with the CA layout on average, it varies significantly with the

radial coordinate ρk of the user. With SVD, for instance, different from the CA

case where the ergodic rate only slightly decreases as ρk increases, a large rate

variance is observed in the DA case. Moreover, with the CA layout, the ergodic

rates with both SVD and BD decrease monotonically as the radial coordinate ρk

increases. With the DA layout, however, no such monotonicity can be observed.

In this case, the ergodic rate is closely dependent on the minimum access distance

which could be small even for a cell-edge user as long as it is close to some BS

antenna cluster.

Fig. 6.6 indicates that in both the SVD and BD cases, the ergodic rate with

the DA layout is more sensitive to the user’s position than that with the CA
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layout. In the following section, we will further study how to equalize the rate

performance with the DA layout.

6.3.2 Interference-Aware Power Allocation

With the CA layout, it has been shown in Section 6.2.3 that a uniform ergodic

rate can be achieved by maintaining a constant average received SINR for each

user. In that case, the transmit power for each user can be calculated only based

on the large-scale fading coefficients from the user to its own and neighboring

BSs, i.e., (6.29) with SVD and (6.33) with BD. With the DA layout, in contrast, in

addition to the average received SINR, the ergodic rate is further determined by the

eigenvalue distribution of normalized channel gain matrix G̃k,B0G̃
†
k,B0 which also

depends on the positions of distributed BS antenna clusters. Therefore, the ergodic

rate of each user could be sensitive to its position even when the average received

SINR is kept constant. To achieve a uniform rate, the instantaneous received

SINR of each user should be equalized based on the knowledge of instantaneous

CSI between the user and its own BS.

For illustration, in this section, we only focus on the single-antenna case, i.e.,

the number of user antennas N = 1. In this case, the channel gain matrix and

the precoding matrix reduce to vectors, denoted by gk,Bi and wk, respectively,

i = 1, · · · , 6. According to (2.6), the ergodic rate can be written as

RMC−D
k |N=1 = Ehk,B0

[
log2

(
1 + µ̃MC−D

k

)]
, (6.39)

where µ̃MC−D
k denotes the instantaneous received SINR, which is given by

µ̃MC−D
k =

P̄k|gk,B0wk|2

N0 +
∑

j∈K0,j 6=k |gk,B0wj|2P̄j + P int,D
k Pt

, (6.40)

where P int,D
k denotes the normalized inter-cell interference power, which can be

written as

P int,D
k =

1

Pt
E

[
6∑
i=1

∑
j∈Ki

|gk,Biwj|2P̄j

]
, (6.41)

according to (2.1), when N = 1.

In contrast to the CA layout where the normalized inter-cell interference pow-

er P int,C
k can be obtained as a function of the large-scale fading coefficients from
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the user to BSs as shown in (6.1), with the DA layout, P int,D
k further depends on

the transmit power P̄j and the precoding vector wj for each user in the neigh-

boring cells, which are unknown without BS cooperation. To obtain the inter-cell

interference power level of each user, we assume that each user measures its in-

terference level and feeds back to its BS. With SVD, as the intra-cell interference

level of each user can be calculated at the BS, the inter-cell interference P int,D
k

can be obtained by subtracting the intra-cell interference from the total feedback

interference. With BD, the inter-cell interference P int,D
k equals the feedback inter-

ference.

As SVD and BD lead to distinct SINRs, let us first focus on the SVD case.

6.3.2.1 SVD

According to (3.19), the precoding matrix WSV D
k reduces to

wSV D
k =

g†k,B0
‖gk,B0‖

, (6.42)

k ∈ K0, when N = 1. The instantaneous received SINR µ̃MC−SV D−D
k can be then

written as

µ̃MC−SV D−D
k =

‖gk,B0‖2P̄k

N0 + P int,D
k Pt +

∑
j∈K0,j 6=k

‖gk,B0g
†
j,B0
‖2

‖gj,B0‖2
P̄j

, (6.43)

by combining (6.42) and (6.40).

Suppose that the instantaneous received SINR of each user is kept at a con-

stant level µ̃MC−SV D−D
0 . The transmit power for user k, P̄k, should be then set

as

P̄k =

µ̃MC−SV D−D
0

(
N0 + P int,D

k Pt +
∑

j∈K0,j 6=k
‖gk,B0g

†
j,B0
‖2

‖gj,B0‖2
P̄j

)
‖gk,B0‖2

, (6.44)
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according to (6.43), k = 1, · · · , K. As the total transmit power of each cell is Pt,

by combining (6.44) and (2.5), we have

µ̃MC−SV D−D
0 =

Pt

∑
k∈K0

N0+P int,Dk Pt+
‖gk,B0g

†
j,B0

‖2

‖gj,B0‖
2 P̄j

‖gk,B0‖
2

. (6.45)

Finally, by combining (6.44-6.45), the constant instantaneous received SINR µ̃MC−SV D−D
0

and the transmit power for K users, {P̄k}k∈K0 , can be jointly calculated from the

K + 1 equations.

6.3.2.2 BD

According to (4.8), the precoding matrix WBD
k reduces to

wBD
k =

fk
‖fk‖

, (6.46)

k ∈ K0, when N = 1, where fk is the k-th column vector of F, which is defined as

F = G†B0

(
GB0G

†
B0

)−1

, (6.47)

with GB0 =
[
gT1,B0 ,g

T
2,B0 , · · · ,g

T
K,B0

]T
. The instantaneous received SINR µ̃MC−BD−D

k

can be then written as

µ̃MC−BD−D
k =

P̄k

‖fk‖2
(
N0 + P int,D

k Pt

) , (6.48)

by combining (6.46) and (6.40).

Suppose that the instantaneous received SINR of each user is fixed at a con-

stant level µ̃MC−BD−D
0 . The transmit power for user k should be set as

P̄k = µ̃MC−BD−D
0 ‖fk‖2

(
N0 + P int,D

k Pt

)
, (6.49)

according to (6.48), k = 1, · · · , K. As the total transmit power of each cell is Pt,

by combining (6.49) and (2.5), we have

µ̃MC−BD−D
0 =

Pt∑K
k=1 ‖fk‖2

(
N0 + P int,D

k Pt

) . (6.50)
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Figure 6.7: Simulated ergodic rates with SVD and BD versus radial coordinate
ρk of user k ∈ K0 with interference-aware power allocation in the DA layout.

N = 1. L = 50. K = 20. α = 4. Pt/N0 = 10dB.

Finally, the transmit power for K users, i.e., {P̄k}k∈K0 , can be obtained by substi-

tuting (6.50) into (6.49).

Fig. 6.7 plots the ergodic rate with interference-aware power allocation in the

DA layout. Simulation results verify that with the proposed interference-aware

power allocation, i.e., (6.44) for SVD and (6.49) for BD, the rate performance is

independent of the user’s position in both the SVD and BD cases.

6.4 Discussions

To better understand the effect of power allocation, Fig. 6.8 presents the

average ergodic rates with equal power allocation and interference-aware power

allocation in the DA layout, which are obtained by averaging over 100 realizations

of the positions of users and BS antennas. With the CA layout, the asymptotic

ergodic rates are obtained in (5.15) and (5.20) for SVD and BD with equal power

allocation, and (6.32) and (6.35) for SVD and BD with interference-aware power

allocation, respectively.
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Figure 6.8: Simulated average ergodic rates with the DA layout and asymp-
totic average ergodic rates with the CA layout with equal power allocation and
interference-aware power allocation. Pt/N0 = 10dB. N = 1. K = 20. α = 4.

(a) SVD. (b) BD.

As we can see from Fig. 6.8, in both the CA and DA cases, the average

ergodic rate with equal power allocation is higher than that with interference-

aware power allocation, which indicates a fundamental tradeoff between fairness

and the average rate performance. More specifically, with BD, for instance, equal

power allocation leads to serious unfairness, as the cell-edge users are subject

to stronger inter-cell interference and have much worse rate performance than

the cell-center users. To achieve a uniform rate, more transmit power has to be

allocated to those disadvantageous users, thus dragging down the average rate.

With SVD, the tradeoff becomes less significant because the intra-cell interference

is so dominant that the SINR does not vary that much with the user’s position

under equal power allocation.

It can be further observed from Fig. 6.8 that the rate gap between equal

power allocation and interference-aware power allocation is much more significant

in the DA case. With SVD, for instance, the gap is negligible in the CA case as

the ergodic rate barely changes with the radial coordinate ρk when equal power

allocation is adopted. With the DA layout, recall from Fig. 6.6a that a large rate

variance is observed with equal power allocation. To achieve a uniform rate, a

significant amount of transmit power has to be allocated to the users with weaker

desired signal power and/or stronger interference to overcome the rate difference,
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thus leading to a much lower average ergodic rate with interference-aware power

allocation. In fact, we can see from Fig. 6.8a that the average ergodic rate with

SVD in the DA layout is even inferior to that with the CA layout when interference-

aware power allocation is adopted. With BD, the rate gap between equal power

allocation and interference-aware power allocation is also more significant with the

DA layout due to a larger rate difference with equal power allocation as shown in

Fig. 6.6b.

Also note from Fig. 6.8 that with the CA layout, the rate gap between equal

power allocation and interference-aware power allocation almost remains constant

as the ratio ξ of the number of BS antennas to the total number of user antennas

increases. With the DA layout, on the other hand, the gap further increases with

the ratio ξ, which indicates a significant tradeoff between fairness and average rate

performance when the number of BS antennas is large. It also implies that fairness

should be included as an important and indispensable constraint when optimizing

the rate performance of MIMO cellular networks if a large number of distributed

BS antennas are employed.

6.5 Summary

In this chapter, the effect of power allocation on ergodic rate is studied. As

users at different locations have distinct large-scale fading coefficients, the ergodic

rate of each user may vary remarkably with its position in both the CA and DA

cases if equal power allocation is adopted. To equalize the rate performance,

interference-aware power allocation schemes are proposed. It is shown that with

the CA layout, a uniform ergodic rate can be achieved as long as the average

received SINR is kept constant. With the DA layout, in contrast, the power

allocation needs to be performed based on the instantaneous CSI.

Despite the better fairness, the average rate with interference-aware power al-

location could be substantially lower than that with equal power allocation. The

rate gap between equal power allocation and interference-aware power allocation

becomes more significant with the DA layout, and is further enlarged as the ratio

ξ of the number of BS antennas to the number of user antennas increases. It high-

lights the importance of including fairness into system design for MIMO cellular

networks with a large number of distributed BS antennas.
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Conclusion and Future Work

7.1 Conclusion

Owing to its great potential for capacity gains, MIMO technology has at-

tracted extensive attention in the past decade, and has been adopted in current

cellular systems. To support the massive mobile applications, a large number of

BS antennas are expected to be employed in the next-generation cellular systems

to provide a high data rate. With the co-located BS antennas, better rate perfor-

mance can be achieved than the single-antenna system thanks to its diversity and

spatial multiplexing gains. If the BS antennas are grouped into geographically

distributed clusters, the minimum access distance from each user to BS antennas

can be significantly reduced, and thus substantial rate gains can be expected over

that with the co-located ones. Nevertheless, the implementation cost of distribut-

ed BS antennas is much higher than that of co-located ones as it is incompatible

with the current cellular structure. It is, therefore, of great practical importance

to compare the rate performance of MIMO cellular networks under different BS

antenna layouts to justify the increased cost.

This thesis is devoted to a comparative study of the downlink performance

of a 1-tier (7-cell) MIMO cellular network with a massive number of BS antennas

which are either co-located at the center of each cell or grouped into L uniformly

distributed clusters in the inscribed circle of each cell. The scaling behavior of the

average ergodic rate is first studied. In the single-user case, by assuming that the

number of BS antennas M and the number of user antennas N go to infinity with

M/N → ξ � 1, the asymptotic average ergodic capacity with the CA layout and
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an asymptotic lower-bound of the average ergodic capacity with the DA layout

are developed. The analysis reveals that the average ergodic capacities without

and with CSIT in the CA case have the scaling orders of Θ(1) and Θ (log2 ξ),

respectively. With the DA layout, higher scaling orders can be achieved, which

are found to be Θ
((

α
2
− 1
)

log2 ξ
)

and Θ
(
α
2

log2 ξ
)

for the average ergodic capac-

ities without and with CSIT, respectively, where α > 2 is the path-loss factor.

Substantial gains can be achieved with the DA layout when the number of BS

antennas is large thanks to the reduced minimum access distance.

The analysis is further extended to a K-user MIMO cellular system. In the

single-cell case, by assuming that the number of BS antennas M and the number

of user antennas N go to infinity with M/N → ξK � 1, the asymptotic average

ergodic rates with the CA layout are derived in both the SVD and BD cases. With

the DA layout, asymptotic bounds are developed to study the scaling behavior.

The analysis reveals that the scaling behavior of the average ergodic rate in the

multi-user case is crucially determined by the precoding strategies. With SVD,

the average ergodic rates with the CA and DA layouts scale with the ratio ξ in the

orders of Θ (log2 ξ) and Θ
(
α
2

log2 ξ
)
, respectively. With BD, the scaling orders are

found to be Θ (log2 ξ) and Θ
(

log2

(
ξL

α
2
−1
))

in the CA and DA cases, respectively.

In the multi-cell case, although the rate performance is degraded by the inter-cell

interference, the scaling orders are the same as the single-cell case.

The above analysis reveals that the DA layout always achieves better average

rate performance, and the rate gain over the CA layout increases as more BS

antennas are employed. For the next-generation cellular networks where a large

number of BS antennas are expected to be deployed to meet the ever-increasing

demand for high data rates, such a prominent rate gain may serve as a strong

justification for the high implementation cost of distributed BS antennas.

Despite the better average rate performance with the DA layout, users at dif-

ferent locations have distinct large-scale fading coefficients, leading to a significant

rate difference when equal power allocation is adopted. To achieve a uniform rate,

the transmit power should be carefully adjusted to maintain a constant received

SINR at each user, which, on the other hand, may cause substantial degradation

of the average ergodic rate compared to that with equal power allocation in both

the CA and DA cases. With the DA layout, the rate gap between equal power al-

location and interference-aware power allocation becomes more significant in both
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the SVD and BD cases, and further increases as the ratio ξ of the number of BS

antennas to the number of user antennas grows.

To conclude, the main contributions of this thesis are summarized as follows:

1. In the single-user case, the effect of CSIT on the scaling behavior of the

average ergodic capacities with the CA and DA layouts is studied. The

asymptotic average ergodic capacity with the CA layout and an asymptotic

lower-bound of the average ergodic capacity with the DA layout are derived

for the cases with and without CSIT. The analysis shows that the average

ergodic capacity with the DA layout has a higher scaling order than that

with the CA layout regardless of whether CSIT is available or not.

2. In the multi-user single-cell case, the effect of precoding schemes on the

scaling behavior of the average ergodic rates with the CA and DA layouts

is studied. Explicit expressions of the asymptotic average ergodic rates with

SVD and BD are derived in the CA case. With the DA layout, an asymptotic

upper-bound of the average ergodic rate with SVD and an asymptotic lower-

bound of the average ergodic rate with BD are developed to characterize

the scaling orders. The analysis reveals that higher scaling orders can be

achieved with the DA layout, and the rate gain becomes more prominent

when an orthogonal precoding scheme such as BD is adopted.

3. In the multi-user multi-cell case, the inter-cell interference is studied in both

the CA and DA cases. It is found that the mean of the inter-cell interference

power with the DA layout is higher than that with the CA layout, and its

variance increases unboundedly as the user moves towards the cell edge. Yet

the scaling orders of the average ergodic rates with the CA and DA layouts

in both the SVD and BD cases are not affected by the inter-cell interference

in the multi-cell case.

4. The effect of power allocation on the ergodic rates with the CA and DA

layouts is studied. With the CA layout, explicit expressions for the asymp-

totic average ergodic rates with SVD and BD under equal power allocation,

channel-inversion power allocation and interference-aware power allocation

are derived. It is shown that with the proposed interference-aware power

allocation, a uniform ergodic rate can be achieved by adjusting the transmit

power for each user only based on the large-scale fading coefficients to its
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own and neighboring BSs. With the DA layout, the ergodic rates with SVD

and BD are shown to be more sensitive to the user’s position than that in the

CA case if equal power allocation is adopted. To achieve a uniform rate, the

transmit power for each user needs to be adjusted based on the knowledge

of its inter-cell interference and instantaneous CSI to maintain a constant

instantaneous received SINR.

5. A comparison of the average ergodic rates with equal power allocation and

interference-aware power allocation in both the CA and DA cases is present-

ed, which indicates a fundamental tradeoff between fairness and average rate

performance in MIMO cellular networks. With the DA layout, the tradeoff

is more evident, and becomes more significant as the ratio of the number

of BS antennas to the total number of user antennas increases, which high-

lights the importance of including fairness as an indispensable constraint in

the cellular system design when a large number of distributed BS antennas

is employed.

7.2 Future Work

The work in this thesis only provides a starting point. In the future, the anal-

ysis should be extended to more practical scenarios. Specifically, when modeling

the large-scale fading effect, we only consider the path loss and ignore the shadow-

ing effect in this thesis. Although the log-normal shadowing may not change the

scaling behavior of the average rate performance, the additional diversity gains

could improve the performance with the DA layout. It would be of great practical

importance to further incorporate shadowing into the rate analysis.

Moreover, in Chapter 4 and Chapter 5, for analytical tractability, the average

rate performance with the DA layout is characterized by assuming an equal number

of antennas at each user and each cluster. For a given amount of BS antennas,

how many BS antennas should be employed at each cluster is a fundamental issue

to be addressed. In the single-user case, we have shown in Chapter 3 that the

average ergodic capacity is maximized if each cluster has one single BS antenna.

In the multi-user case, how the rate performance varies with the cluster size may

depend on the precoding schemes, which needs to be further explored.
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In Chapter 6, the proposed interference-aware power allocation scheme for the

DA case only focuses on the MISO case where each user is assumed to be equipped

with a single antenna, and the rate is equalized by keeping the SINR of each user at

the same constant level. In the next-generation cellular systems, multiple antennas

are expected to be employed at each user to provide high data rates. In this case,

the SINRs of multiple sub-channels of each user should be jointly adjusted to

achieve a uniform rate, which is a challenging issue that deserves much attention

in future study.

In Chapter 5 and Chapter 6, we assume that no BS cooperation is adopted.

In current cellular systems, BS cooperation has been included in the LTE standard

to improve the cell-edge performance [2]. The performance with BS cooperation

was usually evaluated under simplified models with a small group of users and BS

antennas even in the CA case [68–76]. With the DA layout, the analysis becomes

much more challenging as the large-scale fading coefficients are further dependent

on the positions of BS antenna clusters. For a complete comparison, it would be

important to extend the rate analysis in this thesis to the case with BS cooperation

in the future, and investigate the effect of different levels of BS cooperation on the

rate performance of MIMO cellular networks with massive BS antennas.

Finally, it should be mentioned that although a 1-tier cellular model with

regular cell boundaries is assumed in this thesis, such a geographic division of cells

becomes less justified with the DA layout. As pointed out in [84], with distributed

BS antennas, it would be difficult to determine where to place the cell center and

where the cell edge should be. Instead of dividing cells according to the geographic

boundaries, the cells could be formed in a user-centric manner, where each user

could choose its serving BS antenna set to form a virtual cell. In the future, it

would be important to extend the analysis to a large-scale distributed antenna

system with virtual cells, and study the how the scaling behavior of the average

rate performance varies with the size of virtual cells.





Appendix A

Derivation of (2.15)

In each cell, BS antenna clusters are uniformly distributed over the inscribed

circle with radius 1 centered at Oi, where O0 = (0, 0) and Oi = (2, i · π
3
− π

6
) for

i = 1, · · · , 6. For user k ∈ K0 at (ρk, θk), the conditional pdf of the distance dk,l,i

from user k to BS antenna cluster l in Cell i, l = 1, · · · , L, i = 1, · · · , 6, is given

by

fdk,l,i|ρk,θk(x|y, z) = dFdk,l,i|ρk,θk(x|y, z)/dx, (A.1)

where Fdk,l,i|ρk,θk(x|y, z) is the conditional cdf of dk,l,i given the position of user k,

which is given by

Fdk,l,i|ρk,θk(x|y, z) =
Soverlap
π

, (A.2)

where Soverlap is the intersection area of the circle with center Oi and radius 1 and

the circle with center A and radius x, as shown in Fig. A.1. It can be obtained

0
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Figure A.1: Graphic illustration of Soverlap.
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that

Soverlap = 2(SABC + SOiBD − S4ABOi), (A.3)

where SABC and SOiBD denote the areas of circular sectors ABC and OiBD,

respectively, which are given by

SABC =
ψ1

2π
· πx2, (A.4)

and

SOiBD =
ψ2

2π
· πx2, (A.5)

with

ψ1 = arccos
x2 +

(
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

)))
− 1

2x
√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

)) , (A.6)

and

ψ2 = arccos
1 +

(
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

)))
− x2

2
√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

)) , (A.7)

if√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

))
−1 ≤ x ≤

√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

))
+1,

(A.8)

and otherwise ψ1 = ψ2 = 0. S4ABOi is the area of 4ABOi, which is given by

S4ABOi =
1

2
x

√
y2 + 4− 4y cos

(
z −

(
i · π

3
− π

6

))
sinψ1. (A.9)

(2.15) can be then obtained by combining (A.1-A.9).
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Derivation of (3.39) and (3.40)

With the BS antenna clusters uniformly distributed in the inscribed circle of

Cell 0, the pdf of the access distance dk,l,0 from the user at (0, 0) to BS antenna

cluster l in Cell 0 can be obtained as fdk,l,0|ρk(x|0) = 2x. Define δl = ln d
(l+1)
k,0 −

ln d
(l)
k,0, l = 1, · · · , L− 1 and δL = − ln d

(L)
k,0 . The first term on the right-hand side

of (3.36) and (3.37) can be then written as

− α

dβe

dβe∑
l=1

∫ 1

0

log2 x · fd(l)k,0(x)dx =
α log2 e

dβe

dβe∑
i=1

L∑
l=i

∫ ∞
0

x · fδl(x)dx, (B.1)

where fδl(x) is the pdf of δl, which is given by [85, Theorem 3.3]

fδl(x) = 2le−2lx. (B.2)

(3.39) and (3.40) can be then obtained by combining (B.1-B.2) into (3.36) and

(3.37), respectively.
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Derivation of (4.2)

Let qintral,t denote the entry of Qintra
k at the l-th row and t-th column. It can

be written as

qintral,t =
∑

j∈K0,j 6=k

P̄jE

[
N∑
n=1

gk,B0l wj
n

(
gk,B0t wj

n

)†]
, (C.1)

where gk,B0l ∈ C1×M denotes the l-th row vector of Gk,B0 and wj
n ∈ CM×1 denotes

the n-th column vector of Wj. Note that the precoding matrix Wj of user j ∈ K0

is independent of the channel gain matrix Gk,B0 from BS antennas in Cell 0 to

user k ∈ K0, i = 1 . . . 6. Therefore we have

qintral,t =

{ ∑
m∈B0 |γk,m|

2
∑N

n=1

∑
j∈K0,j 6=k P̄jE

[
|wjm,n|2

]
0

l = t

l 6= t,
(C.2)

where wjm,n denotes the entry of Wj at the m-th row and n-th column. The

covariance Qintra
k can be then obtained as (4.2).
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Derivation of (4.42) and (5.23)

With a large number of BS antenna clusters L, each user k ∈ K0 is close to

some antenna cluster l∗k, such that the large-scale fading coefficient d−αk,l∗k,0
� d−αk,l,0

if l 6= l∗k. The normalized large-scale fading matrix can be then approximated by

Bk,B0 ≈
√

1

N

[
0N×N(l∗k−1),1N×N ,0N×N(L−l∗k)

]
, (D.1)

according to (2.8). Moreover, with L � K, the probability that user j1 and user

j2 are close to the same BS antenna cluster is low, i.e., Pr{l∗j1 = l∗j2|j1 6= j2} ≈ 0.

Denote Sk = {1, · · · , L}−{l∗j}j∈K0,j 6=k. As both L BS antenna clusters and K users

are uniformly distributed, we can conclude that Sk is composed by L − K + 1

uniformly distributed BS antenna clusters. By combining (2.7), (4.5-4.6) and

(D.1), V̂
(0)
k,B0 can be written as

V̂
(0)
k,B0 ≈

[
El1 , · · · ,ElL−K+1

]
, (D.2)

where the t-th sub-matrix Elt ∈ CM×N is given by

Elt =
[
0N×N(lt−1), IN ,0N×N(L−lt)

]T
, (D.3)

lt ∈ Sk, t = 1, · · · , L−K + 1.

According to (D.2), when L� K, Gk,B0V̂
(0)
k,B0 can be approximated by

Gk,B0V̂
(0)
k,B0 ≈

[
d
−α/2
k,l1,0

Hk,l1,0, · · · , d
−α/2
k,lL−K+1,0

Hk,lL−K+1,0

]
, (D.4)
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where dk,lt,0 and Hk,lt,0 denote the access distance from user k to BS antenna

cluster lt in Cell 0 and the corresponding small-scale fading matrix, respectively,

lt ∈ Sk, t = 1, · · · , L−K + 1. We can further obtain from (D.4) that

Gk,B0V̂
(0)
k,B0

(
Gk,B0V̂

(0)
k,B0

)†
=
∑
lt∈Sk

d−αk,lt,0Hk,lt,0H
†
k,lt,0

=
L−K+1∑
l=1

(
d̃

(l)
k,0

)−α
H̃

(l)
k,0

(
H̃

(l)
k,0

)†
,

(D.5)

where d̃
(l)
k,0 and H̃

(l)
k,0 denote the access distance between user k and the l-th closest

BS antenna cluster in Sk and the corresponding small-scale fading matrix, l =

1, · · · , L−K+ 1. Note that
(
d̃

(l)
k,0

)−α
H̃

(l)
k,0

(
H̃

(l)
k,0

)†
is a positive definite Hermitian

matrix.

For N ×N positive semi-definite Hermitian matrices A and B, we have

det(A + B)
1
N ≥ det(A)

1
N + det(B)

1
N , (D.6)

according to Minkowski’s determinant theorem [86], where the equality holds when

A = cB. For positive definite Hermitian matrices A and B, we further have

det(A + B) > det(A) + det(B). (D.7)

By combining (D.7) and (D.5), we have

det

(
IN + c ·Gk,B0V̂

(0)
k,B0

(
Gk,B0V̂

(0)
k,B0

)†)
> det

(
IN + c ·

(
d̃

(1)
k,0

)−α
H̃

(1)
k,0

(
H̃

(1)
k,0

)†)
,

(D.8)

where c > 0 is a positive constant.

D.1 Derivation of (4.42)

According to (4.12), the ergodic rate of user k with BD is lower-bounded by

RMU−BD
k >

1

N
EHk,B0

[
log2 det

(
IN +

µMU−BD
k

N
X̃k,B0X̃

†
k,B0

)]
, (D.9)

where the right-hand side of (D.9) is obtained by applying equal power allocation

over N sub-channels. Note that X̃k,B0 = G̃k,B0V̂
(0)
k,B0 . By combining (4.13) and
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(D.9), the lower-bound can be further written as

RMU−BD−D
k >

1

N
EHk,B0

[
log2 det

(
IN +

1

N

P̄k
N0

Gk,B0V̂
(0)
k,B0

(
Gk,B0V̂

(0)
k,B0

)†)]
.

(D.10)

(4.42) can be then obtained by combining (D.10) and (D.8).

D.2 Derivation of (5.23)

Similar to the multi-user single-cell case, we obtain an lower-bound of the

ergodic rate from (5.16) as

RMC−BD
k >

1

N
EHk,B0

[
log2 det

(
IN +

µMC−BD
k

N
X̃k,B0X̃

†
k,B0

)]
, (D.11)

where the right-hand side of (D.11) is obtained by applying equal power allocation

over N sub-channels. As X̃k,B0 = G̃k,B0V̂
(0)
k,B0 , by combining (2.11), (5.17) and

(D.11), the lower-bound can be further written as

RMC−BD−D
k >

1

N
EHk,B0

[
log2 det

(
IN +

1

N

1
KN0

Pt
+ K

L

∑6
i=1

∑L
l=1 d

−α
k,l,i

·

Gk,B0V̂
(0)
k,B0

(
Gk,B0V̂

(0)
k,B0

)†)]
. (D.12)

(5.23) can be then obtained by combining (D.12) and (D.8).





Appendix E

Derivation of (5.1)

Let qinterl,t denote the entry of Qinter
k at the l-th row and t-th column. It can

be written as

qinterl,t =
6∑
i=1

∑
j∈Ki

P̄jE

[
N∑
n=1

gk,Bil wj
n

(
gk,Bit wj

n

)†]
, (E.1)

where gk,Bil ∈ C1×M denotes the l-th row vector of Gk,Bi and wj
n ∈ CM×1 denotes

the n-th column vector of Wj. Note that the precoding matrix Wj of user j ∈ Ki
is independent of the channel gain matrix Gk,Bi from BS antennas in Cell i to user

k ∈ K0, i = 1 . . . 6. With equal power allocation, by combining (4.14) and (E.1),

we have

qinterl,t =

{
Pt
∑6

i=1

∑
m∈Bi |γk,m|

2
∑N

n=1
1
K

∑
j∈Ki E

[
|wjm,n|2

]
0

l = t

l 6= t,
(E.2)

where wjm,n denotes the entry of Wj at the m-th row and n-th column. As the

number of users K → ∞, we have 1
K

∑
j∈Ki E

[
|wjm,n|2

]
→ 1

MN
. The covariance

Qinter
k can be then obtained as (5.1).
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Derivation of (6.1)

Let qinterl,t denote the entry of Qinter
k at the l-th row and t-th column. It can

be written as

qinterl,t =
6∑
i=1

∑
j∈Ki

P̄jE

[
N∑
n=1

gk,Bil wj
n

(
gk,Bit wj

n

)†]
, (F.1)

where gk,Bil ∈ C1×M denotes the l-th row vector of Gk,Bi and wj
n ∈ CM×1 denotes

the n-th column vector of Wj. Note that the precoding matrix Wj of user j ∈ Ki
is independent of the channel gain matrix Gk,Bi from BS antennas in Cell i to user

k ∈ K0, i = 1 . . . 6. Therefore, we have

qinterl,t =

{ ∑6
i=1

∑
j∈Ki P̄j

∑
m∈Bi |γk,m|

2
∑N

n=1 E
[
|wjm,n|2

]
0

l = t

l 6= t,
(F.2)

where wjm,n denotes the entry of Wj at the m-th row and n-th column. With the

CA layout, as γCk,m = γCk,Bi for m ∈ Bi, i = 1, · · · , 6, (F.2) can be further written

as

qinter,Cl,t =

{ ∑6
i=1 |γCk,Bi |

2
∑

j∈Ki P̄j
∑

m∈Bi

∑N
n=1 E

[
|wjm,n|2

]
0

l = t

l 6= t.
(F.3)

As
∑

m∈Bi

∑N
n=1 |wjm,n|2 = 1, by combining (F.3) and (2.5), the covariance matrix

Qinter,C
k can be obtained as (6.1).
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Appendix G

Monotonicity Properties of∑6
i=1 |γCk,Bi|

2|θk=π/6,∑6
i=0 |γCk,Bi|

2|θk=π/6 and∑6
i=1 |γCk,Bi|

2|θk=π/6

|γCk,B0
|2

with respect to

ρk ∈ [0, 1]

G.1
∑6

i=1 |γCk,Bi|
2|θk=π/6

Denote S1 =
∑6

i=1 |γCk,Bi |
2|θk=π/6. According to (6.11), S1 can be written as

S1 = (2 + ρk)
−α + (2− ρk)−α + 2(ρ2

k + 4 + 2ρk)
−α/2 + 2(ρ2

k + 4− 2ρk)
−α/2. (G.1)

It can be obtained from (G.1) that

dS1

dρk
= −α(2 + ρk)

−1−α + α(2− ρk)−1−α − 2α(1 + ρk)((1 + ρk)
2 + 3)−1−α/2

+ 2α(1− ρk)((1− ρk)2 + 3)−1−α/2, (G.2)
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and

d2S1

d2ρk
= α(1 + α)(2 + ρk)

−2−α + 2α
(
(1 + α)(1 + ρk)

2 − 3
)
·
(
(1 + ρk)

2 + 3
)−2−α/2

+ 2α(2 + α)(1− ρk)2
(
(1− ρk)2 + 3

)−2−α/2
+ α(1 + α)(2− ρk)−2−α

− 2
(
(1− ρk)2 + 3

)−1−α/2
. (G.3)

For α > 2 and ρk ∈ [0, 1], it can be easily seen from (G.3) that the first three

items on the right-hand side are all positive. Moreover, according to (2 − ρk)2 ≤
(1 + ρk)

2 + 3, we have (2− ρk)−2−α ≥ ((1− ρk)2 + 3)
−1−α/2

. As a result,

α(1 + α)(2− ρk)−2−α − 2α
(
(1− ρk)2 + 3

)−1−α/2
> 0, (G.4)

for α > 2 and ρk ∈ [0, 1]. We can then conclude from (G.3) that d2S1

d2ρk
> 0, which

indicates that dS1

dρk
is a monotonic increasing function of ρk ∈ [0, 1]. According

to (G.2), dS1

dρk
|ρk=0 = 0. Therefore, dS1

dρk
≥ dS1

dρk
|ρk=0 = 0, indicating that S1 is a

monotonic increasing function of ρk ∈ [0, 1].

G.2
∑6

i=0 |γCk,Bi|
2|θk=π/6

Denote S2 =
∑6

i=0 |γCk,Bi |
2|θk=π/6 = S1 + ρk

−α. We have

dS2

dρk
=
dS1

dρk
− αρ−1−α

k . (G.5)

It has been shown in Appendix G.1 that dS1

dρk
is a monotonic increasing function of

ρk ∈ [0, 1] for α > 2. As a result,

dS1

dρk
≤ dS1

dρk
|ρk=1 = α− α · 3−1−α − α · 4 · 7−1−α/2. (G.6)

Note that −αρ−1−α
k is also a monotonic increasing function of ρk ∈ [0, 1] for α > 2.

We then have

− αρ−1−α
k < −α. (G.7)

By combining (G.5-G.7), we can conclude that dS2

dρk
< 0, indicating that S2 is a

monotonic decreasing function of ρk ∈ [0, 1].
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G.3

∑6
i=1 |γCk,Bi|

2|θk=π/6

|γCk,B0
|2

Denote S3 =
∑6
i=1 |γCk,Bi |

2|θk=π/6
|γCk,B0 |

2 = ραkS1. As both ραk and S1 are monotonic

increasing functions of ρk ∈ [0, 1] for α > 2, we can conclude that S3 is a monotonic

increasing function of ρk ∈ [0, 1].





Appendix H

Derivation of (6.20), (6.30) and

(6.34)

H.1 Average Received Power P0 with Channel-

Inversion Power Allocation

By combining (2.5) and (6.19), we have

P0 =
Pt∑

k∈K0
|γCk,B0|−2

. (H.1)

With K users uniformly distributed in the inscribed circle of each cell, we have

1

K

∑
k∈K0

|γCk,B0|
−2 K→∞→

∫ 1

0

xα · fρk(x)dx =
2

2 + α
, (H.2)

where fρk(x) = 2x is the pdf of the radial coordinate ρk of user k. (6.20) can be

then obtained by combining (H.1) and (H.2).
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H.2 Normalized Average Received SINRs µ̄MC−SV D−C
0

and µ̄MC−BD−C
0 with Interference-Aware Pow-

er Allocation

By combining (2.5) with (6.29) and (6.33), we can obtain that

µ̄MC−SV D−C
0 =

ξ

1
K

∑
k∈K0

N0
Pt

+
∑6
i=0 |γCk,Bi |

2

|γCk,B0 |
2 − 1

≈ ξ

1
K

∑
k∈K0

∑6
i=0 |γCk,Bi |

2

|γCk,B0 |
2 − 1

, (H.3)

and

µMC−BD−C
0 =

ξ

1
K

∑
k∈K0

N0
Pt

+
∑6
i=1 |γCk,Bi |

2

|γCk,B0 |
2

≈ ξ

1
K

∑
k∈K0

∑6
i=1 |γCk,Bi |

2

|γCk,B0 |
2

, (H.4)

respectively, for large total transmit power Pt. Moreover, with K users uniformly

distributed in the inscribed circle of each cell, we can obtain

1

K

∑
k∈K0

∑6
i=1 |γCk,Bi |

2

|γCk,B0 |2
K→∞→

6∑
i=1

∫ 2π

0

∫ 1

0

xα
(
(x cos y − 2 cos(i · π

3
− π

6
))2

+(x sin y − 2 sin(i · π
3
− π

6
))2
)−α/2

fρk(x)fθk(y)dxdy

=
6

π

∫ 2π

0

∫ 1

0

xα+1(x2 + 4− 4x sin y)−α/2dxdy, (H.5)

where fρk(x) = 2x and fθk(y) = 1
2π

are the pdfs of the radial and angular coordi-

nates of user k, respectively. (6.30) and (6.34) can be then obtained by combining

(H.5) with (H.3) and (H.4), respectively.
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