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Abstract— Remote imaging photoplethysmography (RIPPG)
can achieve contactless monitoring of human vital signs. However,
the robustness to a subject’s motion is a challenging problem
for RIPPG, especially in facial video-based RIPPG. The RIPPG
signal originates from the radiant intensity variation of human
skin with pulses of blood and motions can modulate the radiant
intensity of the skin. Based on the optical properties of human
skin, we build an optical RIPPG signal model in which the
origins of the RIPPG signal and motion artifacts can be clearly
described. The region of interest (ROI) of the skin is regarded as
a Lambertian radiator and the effect of ROI tracking is analyzed
from the perspective of radiometry. By considering a digital
color camera as a simple spectrometer, we propose an adaptive
color difference operation between the green and red channels to
reduce motion artifacts. Based on the spectral characteristics of
photoplethysmography signals, we propose an adaptive bandpass
filter to remove residual motion artifacts of RIPPG. We also
combine ROI selection on the subject’s cheeks with speeded-up
robust features points tracking to improve the RIPPG signal
quality. Experimental results show that the proposed RIPPG can
obtain greatly improved performance in accessing heart rates in
moving subjects, compared with the state-of-the-art facial video-
based RIPPG methods.

Index Terms— Blood volume pulse (BVP), motion artifact,
photoplethysmography (PPG), radiometry, remote imaging, skin
optics.

I. INTRODUCTION

PHOTOPLETHYSMOGRAPHY (PPG) is an electro-optic
technique for noninvasively measuring the tissue blood

volume pulses (BVPs) in the microvascular tissue bed under-
neath the skin [1]. Vital physical signs, such as the heart
rate (HR), respiratory rate, and arterial oxygen saturation, can
be accessed by PPG. With the rapid advancement of portable
imaging devices, especially for smartphones and laptops, there
is a trend for transforming conventional contact PPG (CPPG)
to remote imaging PPG (RIPPG) [2], [3]. The emerging
RIPPG technique has good potential as an innovative way
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Fig. 1. Operating principle of RIPPG.

to access cardiac pulsations, because only a low-cost digital
camera is needed and contact probes or dedicated light sources
are not required [4], [5]. As a noncontact technique, RIPPG
can be applied in a flexible way, such as RIPPG applications
in smartphone applications and a functional mattress [6], [7].

The operating principle of facial video-based RIPPG is
shown in Fig. 1. Ambient light is used as the light source.
A digital camera is focused on a region of interest (ROI) on the
human face. A sequence of facial images is recorded in a video
format. Since hemoglobin in blood can absorb light, BVPs
beneath the skin surface modulate light absorption by the skin
during cardiac cycles, appearing as slight color variations in
the skin. Even though the slight color variations of the skin
of the face due to BVPs are invisible to human eyes, they
can be detected by digital cameras. From the sequence of
frames of the facial video, the PPG signal can be extracted
by video/signal processing techniques.

Current RIPPG can provide relatively accurate physiological
assessment for still subjects. However, it is difficult for current
RIPPG to accurately measure vital signs in moving subjects
owing to motion artifacts. Typically, environmental light is
not distributed with a spatially uniform radiant intensity.
Hence, spatial motion will change the radiant flux on the
ROI. In addition, motion can also cause ROI fluctuation or
even ROI loss in RIPPG. All of these influences will cause
motion artifacts in the RIPPG signals. Thus, the measurement
accuracy of RIPPG is susceptible to the subject’s movements,
especially when ambient light and low-cost digital cameras
are used [9]. In practice, it is difficult to keep subjects
absolutely still. Therefore, a high tolerance for motion artifacts
is necessary for RIPPG. Recently, some research works with
a focus on reducing motion artifacts for RIPPG have been
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reported [5], [9]–[12]. In general, these methods for motion
artifacts reduction can be classified into two categories: ROI
tracking and the color difference method.

The averaging of image pixel intensities in the ROI
produces the raw RIPPG signal. ROI tracking aims to locate
and adjust the ROI with the subject’s motions, so that the
pixels in the ROI used for calculating RIPPG signals belong to
a skin region invariant to the subject’s motions. ROI tracking
is an indispensable first step for obtaining a reliable RIPPG
signal for moving subjects. The representative methods of ROI
tracking include face tracking based on the Viola–Jones (VJ)
algorithm [5] and face tracking based on the
Kanade–Lucas–Tomasi (KLT) algorithm [11]. The VJ face
detector implements multiscale face detection by training a
boosted cascade of classifiers [13]. However, the accuracy
of the face location is not well considered, so the ROI
fluctuates significantly during tracking. Most of the time,
only frontal face images are utilized for training classifiers
in the VJ face detector, so ROI tracking will fail when the
face position deviates from the frontal position. Meanwhile,
the KLT algorithm can provide better face tracking than the
VJ algorithm, because the KLT algorithm implements face
tracking by tracking feature points [14], [15]. The motion
vector representing face motion can be estimated by the KLT
algorithm, so the ROIs location, shape, and size can be well
adjusted with the face’s motion.

In general, a digital camera sensor has red, green, and blue
(RGB) color channels. The color difference method aims to
extract the RIPPG signal through a linear combination of
raw RIPPG signals from the RGB channels. Because RIPPG
signals in different color channels undergo a similar motion
modulation caused by a subject’s motions, the weighted sub-
traction of one RIPPG signal from other RIPPG signals in
different color channels can effectively reduce motion artifacts.
Two color difference methods are independent component
analysis (ICA) [5] and the skin tone-based method [12]. The
theoretical foundation of ICA is non-Gaussianity is indepen-
dence, based on the central limit theorem. By maximizing
the non-Gaussianity of ICA output components, the linear
combination coefficients can be estimated and motion artifacts
can be separated from the RIPPG signal. Meanwhile, the skin
tone-based color difference method utilizes a standardized skin
tone to reduce the effects of specular reflection and nonwhite
illumination. The linear combination coefficients are fixed first,
and then fine-tuned according to the standard deviations of two
color difference signals.

All of the methods mentioned above are derived from
digital signal/image processing techniques. The RIPPG signal
originates from the radiant intensity variation of human skin
due to BVPs, which is an optical signal. The digital camera
sensor acts as a photoelectric converter. In this paper, we study
the origins of motion artifacts of RIPPG based on the optical
properties of human skin. An optical RIPPG signal model is
built so that we can solve the problem of motion artifacts
more directly and effectively compared with previous works.
The ROI of skin can be treated as an extended Lambertian
source, which obeys Lambert’s law of intensity. Hence, the
effect of ROI tracking on reducing motion artifacts can be

Fig. 2. Multilayered skin model.

analyzed from the perspective of radiometry. In addition,
we found that, in theory, ROI tracking cannot remove all
motion artifacts. If the digital color camera is regarded as a
simple spectrometer, then the combined spectrum of skin tone
and ambient illumination can be determined by checking the
amplitude of each raw RIPPG signal in the RGB channels.
Hence, nonwhite illumination and skin tone variation can
be compensated. Based on the wavelength dependency of
reflection PPG and skin optics, an adaptive color difference
method between the green and red channels is proposed.
In addition, an adaptive bandpass filter (ABF) is constructed
according to the spectral characteristics of the PPG signal.
Based on these findings, a motion-resistant RIPPG method
is proposed in this paper. Experiments on HR estimation
for moving subjects demonstrated the effectiveness of the
proposed RIPPG method in comparison with the state-of-the-
art methods.

The rest of this paper is organized as follows. In Section II,
the motion artifacts of RIPPG are analyzed from the per-
spective of radiometry, and an optical RIPPG signal model
is proposed. Based on the analysis results in Section II,
we propose a new RIPPG method in Section III. To verify
our proposals, experimental assessment details are illustrated
in Section IV. Experimental results are shown in Section V.
Discussion is given in Section VI. Finally, the conclusion is
drawn in Section VII.

II. MOTION ARTIFACTS ANALYSIS

The raw RIPPG signal is obtained by averaging all the
image pixel values within the ROI in one color channel

RIPPGraw(t) =
∑

x,y∈ROI P(x, y, t)

|ROI| (1)

where |ROI| is the size of the ROI and P(x, y, t) is the pixel
value at location (x, y), at time t . The RIPPG signal originates
from the light absorption variation of the skin with BVPs.
A model of light propagation in skin is used here for describing
RIPPG signals in detail. The multilayered skin model has been
used to estimate realistic reflectance spectra of skin [16], as
shown in Fig. 2.

For RIPPG, we consider only the regular reflection by the
stratum corneum, scattering and absorption by the epidermis,
and scattering and absorption by the dermis. There is a change
in refractive index between the air and the stratum corneum,
and thus a small fraction of incident light (4%–7%) will be
reflected by the stratum corneum. This reflection is diffuse,
because the skin surface is not optically smooth and skin
reflection does not maintain an image [17]. Various skin
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Fig. 3. Light propagation in a simplified skin model.

Fig. 4. Wavelength dependence of the ac/dc ratio of a reflection CPPG signal.

chromophores in the epidermis and the dermis absorb incident
light. In the visible spectrum, the major chromophores of
human skin are melanin and hemoglobin. Melanin is located
in the epidermis. In contrast, hemoglobin is located in the
microvascular network in the dermis. Scattering also occurs in
both the epidermis and the dermis owing to refractive index
fluctuations on a microscopic level [18]. In this paper, we
simplify the multilayered skin model to only three layers.
Light propagation in human skin is shown in Fig. 3.

The remittance from skin includes diffuse reflection by the
stratum corneum, and scattered light by the epidermis and the
dermis. Since the scattered light can also be regarded as diffuse
light (both obey Lambert’s law of intensity), we can treat the
ROI of the skin as an extended Lambertian source. Absorption
by the skin also inversely determines the remittance. The
amount of hemoglobin in the dermis will change quasi-
periodically with BVPs, and this will increase/decrease the
light absorbed by the skin. The RIPPG signal is generated by
recording this radiant intensity variation.

The amplitude of light absorption variation with BVP is very
small compared with that of the average remittance, appearing
as a small ac component added to a large dc component. For
the reflection mode CPPG, the ac/dc ratio of the PPG signal is
wavelength dependent, as shown in Fig. 4 [19]. For the RIPPG
signal, the peak ac/dc ratio is even smaller, only about 2%.
Based on the above analysis, the optical signal of the RIPPG
can be represented as

Ii (t) = αiβi (S0 + γi S0Pulse(t) + R0), i ∈ {R, G, B} (2)

where Pulse(t) is the normalized ideal RIPPG signal, S0 is
the average scattered light intensity from the ROI of the skin
with white light illumination, R0 is the diffuse reflection light
intensity from the surface of the ROI of the skin with white

Fig. 5. 6 DOF.

light illumination, the subscript i denotes one RGB, αi is
the power of the i th color light in the normalized practical
illumination spectrum, βi is the power of the i th color light
in the normalized diffuse reflection spectrum of the skin, and
γi is the ac/dc ratio of a RIPPG signal in the i th color channel.
The spectral characteristics of the environmental illumination
and the skin remittance are both considered in this optical
signal model of RIPPG. In (2), we assume that the scattering
spectrum of the skin and the diffuse reflection spectrum of the
stratum corneum have the same spectral characteristics. Thus,
the same βi acts on both S0 and R0. Since capillaries are
located in the dermis, not in the epidermis, γi can affect S0,
but not R0. This assumption may not be accurate enough for
simulating light propagation in the skin. However, the aim
of this paper is to reduce motion artifacts for RIPPG, so
this simplified optical signal model for RIPPG is reasonable.
Equation (2) can describe RIPPG operation in an ideal case.
When the subject is moving, the motion will modulate all three
optical RIPPG signals in the RGB channels in the same way,
as shown in

Ii (t) = αiβi (S0 + γi S0Pulse(t) + R0)M(t) (3)

where M(t) is the motion modulation on the ideal RIPPG
signal.

A. Effect of ROI Tracking

ROI tracking is used to locate and adjust the ROI along
with the subject’s motions. Thus, the pixels in (1) belong to
an invariant skin region, even though the subject moves. Then,
motion artifacts due to ROI fluctuation, ROI drift, and ROI
loss can be significantly reduced. Thus far, there is no detailed
description of ROI tracking for RIPPG. Since the ROI of the
skin can be regarded as an extended Lambertian source, whose
radiance obeys Lambert’s law of intensity [20], the effective-
ness of ROI tracking can be analyzed from the perspective
of radiometry. In this analysis, we assume that there is an
ideal ROI tracking with no errors and that the environmental
illumination is uniform (such as in an integrating sphere). If we
treat the face as a rigid body, then the subject’s motions can
be classified into six different types in 3-D space: swaying,
heaving, surging, yawing, pitching, and rolling, as shown
in Fig. 5.

The focal length of the digital camera is f , the size of its
entrance pupil is A, the distance from the camera to the face
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Fig. 6. Radiance analysis of RIPPG for a yawing motion.

is S, the face width is 2W, and the camera subtends an angle
of 2θ to the width of the face on the frontal plane P ′ (dotted
rectangle), as shown in Fig. 6.

The ROI is assumed to be a square with an area of 4W 2.
Based on the imaging principle of the digital camera, the size
of the image ROI on the imaging plane is

Simage_ROI = 4W 2 f 2

S2 . (4)

With the assumption of a Lambertian source of finite size
for the face, when the face is located on the optical axis of
the digital camera with a frontal position, the radiant intensity
H received by the camera from the radiation of the face is

H = π Nsin2θ (5)

where N is the radiance of the face with units of
Watt ·Ster−1 · cm−2, and sinθ = √

2W/2S. Since the entrance
pupil size is A, the total power received by the camera is

Pw = AH = Aπ NW 2

2S2 . (6)

The raw RIPPG signal is proportional to the irradiance on
the image ROI on the imaging plane, which is

Iimage_ROI = Pw

Simage_ROI
= Aπ N

8 f 2 . (7)

When the face yaws with an angle �, as shown in Fig. 6,
the face yaws from the frontal plane P ′ (red dashed rectangle)
to the current plane P (solid rectangle). The angle from the
normal of face plane V to the z-axis is also �. Even with
a yaw angle �, it can be proved that the irradiance on the
image ROI is still equal to (7). Thus, ideal ROI tracking can
cancel the motion artifacts caused by a yawing motion under
uniform illumination. Under the same model, it can be proved
that the irradiance on the image ROI is also invariant with
pitching, rolling, and surging motions. Therefore, ideal ROI
tracking can also cancel the motion artifacts caused by these
motions under uniform illumination.

However, we found that the results for swaying and heaving
motions are not the same, as shown in (7). A swaying motion

Fig. 7. Radiance analysis of RIPPG for a swaying motion.

occurs in the form of a left/right translation, as shown in Fig. 7.
The face is still on the frontal plane. The line from the camera
to the face center makes an angle � to the face normal V
owing to the translation. The irradiance on the image ROI
sourced from the radiation of the face becomes

Iimage_ROI = Aπ N cos4�

8 f 2 . (8)

In addition, a heaving motion also obtains the same result
as shown in (8). The detailed proofs are given in the
Appendix. Since there is a factor of cos4� in (8), ROI tracking
cannot compensate for motion artifacts caused by swaying
and heaving. It can be concluded that ideal ROI tracking can
compensate for motion artifacts caused by yawing, pitching,
rolling, and surging motions under uniform illumination, but
does not work for swaying and heaving motions.

The practical situation is much more complicated than the
above analysis. First, it is difficult to obtain a uniform illu-
mination for RIPPG in everyday environments. Typically, the
illumination intensity is spatially inhomogeneous. Second, the
actual motion of a subject simultaneously comprises several
kinds of motions in the 6 DOF. It is difficult to estimate
the irradiance variance of the image ROI due to the motion
even under uniform illumination, because it is difficult to
determine � for a combination of motions. It is an ill-posed
problem of estimating 3-D motion based on 2-D images.
In conclusion, good-quality ROI tracking plays an important
role in reducing motion artifacts. However, it cannot com-
pletely eliminate motion artifacts.

B. Effect of the Color Difference Method

For convenience, we rewrite the optical RIPPG signal model
of (3) as

Ii (t) = αiβi (S0 + γi S0Pulse(t) + R0)M(t). (9)

There is an identical motion modulation in all three color
channels. The aim of the color difference method is to reduce
motion artifacts by the weighted subtraction of one RIPPG
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Fig. 8. Flowchart of the proposed RIPPG method.

signal from another RIPPG signal in different color channels.
The color difference signal can be described as

D(t) = Ii (t)

αiβi
− I j (t)

α j β j
= (γi − γ j )S0Pulse(t)M(t)

for i, j ∈ {R, G, B}, i �= j. (10)

Here, the motion-modulated scattered light S0 M(t) and the
motion-modulated diffuse reflection light R0 M(t) are removed
by the color difference operation. The remainder is a motion-
modulated BVP signal Pulse(t)M(t). Since there is still a
motion modulation left in the color difference signal D(t),
it is still necessary to use ROI tracking before performing
the color difference operation. After ROI tracking, the motion
modulation M(t) can be significantly reduced. Hence, the
motion modulation left in the color difference signal D(t) is
residual.

III. METHODOLOGY

Based on the analysis of motion artifacts for facial video-
based RIPPG, we proposed a new motion-resistant RIPPG
method, as shown in Fig. 8. First, the subject’s face is detected
by a VJ face detector. After face detection, the ROI is selected
on the cheeks region and speeded-up robust features (SURFs)
points are detected on the face. Second, an ROI tracking
module based on the KLT algorithm is utilized to adjust
the ROI with the subject’s motions. During ROI tracking
in consecutive frames, raw RIPPG signals in the green and
red channels are obtained by averaging pixels in the ROI in
the green and red channels, respectively. Next, an adaptive
color difference operation is performed between raw RIPPG
signals in the green and red channels. This operation is
called the adaptive green/red difference (GRD). Afterward,
HR frequency can be estimated using the spectrum of the
GRD signal. With the estimated HR frequency, the ABF is

Fig. 9. ROI selection and tracking.

created to further remove motion artifacts and noises with fre-
quencies that differ significantly to the HR frequency. Finally,
a clear RIPPG signal can be obtained. A video clip illustrating
the proposed RIPPG method is provided as supplementary
material (http://youtu.be/ps9R7Ed-uhI). Detailed descriptions
for each module are given in the following sections.

A. ROI Selection and Tracking

Since the face is assumed to be a planar extended
Lambertian source, we treat the face as a rigid object and
estimate its motion by tracking feature points. SURFs are
utilized to detect points of interest that are scale and rotation
invariant [21].

The VJ face detector is used to detect a rectangular facial
region (width × height) in the initial frame of a video
(red rectangle in Fig. 9), and afterward a trapezoidal region
(yellow trapezoid in Fig. 9) is automatically selected by ratios
(0.5 × width, 0.4 × width, and 0.58 × height). SURF points
are detected within this trapezoid (white points in Fig. 9) and
updated consecutively, per frame. The purpose of using such a
trapezoid is to improve the robustness of ROI tracking, because
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the SURF point concentration is high in this area and it can
avoid background interference around the face boundary. The
ROI for RIPPG is selected on the cheeks region, indicated
by the two green rectangles on the cheeks in Fig. 9. The
size of each ROI rectangle is 0.12 × width multiplied by
0.15 × height. The reason for selecting the cheeks region
as the ROI for facial video-based RIPPG is that the skin
of the cheek can provide an RIPPG signal with a higher
signal-to-noise ratio (SNR), compared with other skin regions
on the face [22].

Feature points can be reliably tracked by the KLT algorithm,
and transformation matrices describing motions between sub-
sequent frames are obtained during the tracking process. The
transformation matrix describing the face motion from the
(k − 1)th frame to the kth frame is Hk, which is expressed as
an affine transformation matrix

Hk =
⎛

⎝
ak bk 0
ck dk 0
ek fk 1

⎞

⎠. (11)

The ROI in the (k − 1)th frame can be transformed into a
coordinate of the kth frame using Hk

⎛

⎝
xk

yk

1

⎞

⎠ = Hk

⎛

⎝
xk−1
yk−1

1

⎞

⎠. (12)

Hence, the location and shape of the ROI can be adjusted
along with the subject’s motions.

B. Adaptive GRD

According to (10), the amplitude of the color difference
signal D(t) is proportional to (γi −γ j ). To keep the amplitude
of D(t) as large as possible, i and j should be selected by
maintaining a large value of (γi −γ j ). The wavelengths of blue
light are from 450 to 495 nm, the wavelengths of green light
are from 495 to 570 nm, and the wavelengths of red light are
from 620 to 750 nm. It can be observed that γG > γB > γR

in Fig. 4. Compared to γG , γR is very small. Thus, we choose
raw RIPPG signals in the green and red channels to perform
the color difference operation, and the GRD signal can be
expressed as

GRD(t)= IG(t)

αGβG
− IR(t)

αRβR
=(γG −γR)S0Pulse(t)M(t). (13)

However, αGβG and αRβR are still unknown. The digital
color camera sensor can be treated as a simple spectrome-
ter, as the camera sensor can split the light into the three
different colors of RGB. Even though we cannot determine
the illumination spectrum and the diffuse reflection spectrum
separately, we can estimate the product of them using the
received light intensity in RGB colors by a camera, because
the radiant light of the skin is influenced by the illumination
spectrum and the reflection spectrum in the form of consec-
utive multiplications. In the raw RIPPG signal in (9), the
amplitude of component γi S0Pulse(t) varies with color, and
the amplitude of γi S0Pulse(t) is much smaller than that of
S0 and R0. To estimate αGβG and αRβR using raw RIPPG

signals, we make an assumption that the raw RIPPG signal
becomes

Ii (t) = αiβi (S0 + R0)M(t) (14)

where the component γi S0Pulse(t) is removed. Hence, the
difference between the raw RIPPG signal in green IG(t) and
the raw RIPPG signal in red IR(t) is only caused by αGβG

and αRβR . For the frame at time t , the raw RIPPG signals
IG(t) and IR(t) are known. The product of the normalized
illumination spectrum and the normalized diffuse reflection
spectrum in green and red can be approximately estimated by

α̃G (t)β̃G(t) = IG (t)
√

I 2
R(t) + I 2

G (t) + I 2
B(t)

(15)

and

α̃R(t)β̃R(t) = IR(t)
√

I 2
R(t) + I 2

G (t) + I 2
B(t)

(16)

respectively.
It should be noted that α̃G (t)β̃G(t) and α̃R(t)β̃R(t) cannot

be directly utilized with raw RIPPG signals for GRD, as shown
in (13), because they are estimated based on the assumption
that γi S0Pulse(t) can be neglected compared with S0 and R0.
If we substitute α̃G(t)β̃G (t) and α̃R(t)β̃R(t) into (13), then
(γG − γR)S0Pulse(t) will be canceled using this assumption.
Therefore, we first remove the power of S0 and R0 using
a bandpass filter. A fixed bandpass filter (0.7–4 Hz) will be
operated on IG (t) and IR(t) before the GRD operation, and the
passband corresponds to an HR of 42–240 beats/min. Then,
α̃G(t)β̃G (t) and α̃R(t)β̃R(t) are utilized with the bandpass-
filtered RIPPG signals for GRD

GRD(t) = IG f (t)

α̃G(t)β̃G (t)
− IR f (t)

α̃R(t)β̃R(t)
= (γG − γR)S0Pulse(t)M f (t) (17)

where IG f (t) and IR f (t) are the bandpass-filtered IG (t) and
IR(t), respectively, and M f (t) is the motion modulation at
frequencies between 0.7 and 4 Hz. In the signal GRD(t),
the motion-modulated scattered light S0 M(t) and the diffuse
reflection light R0 M(t) are removed and the BVP signal
is maintained with the highest amplitude. Since M f (t) has
already been significantly reduced by ROI tracking, the HR
frequency can be easily determined by finding the peak in
the frequency domain via the fast Fourier transform (FFT)
of GRD(t). Since αGβG and αRβR are not fixed and can
be changed with environmental variation, the proposed color
difference method is more adaptive compared with the skin
tone-based method.

C. Adaptive Bandpass Filter

After ROI tracking and adaptive GRD, there is still a motion
modulation M f (t) left in the RIPPG signal, as shown in (17).
The ABF can reduce the motion modulation in one more step.
A typical PPG signal is shown in Fig. 10, and its normalized
power spectral density is shown in Fig. 11.

The spectrum of a typical PPG signal has a sharp pre-
dominant peak and another two clear harmonics. The signal
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Fig. 10. Typical PPG signal.

Fig. 11. Normalized power spectral density of a typical PPG signal.

power is highly centralized around the frequency of the HR,
2 × HR and 3 × HR. Since the HR frequency can be well
estimated using the spectrum of the GRD signal, we can design
a bandpass filter adaptively with the estimated HR according to
spectral characteristics of PPG signals. The frequency response
of the ABF is shown in Fig. 12.

The ABF can maintain the power of the RIPPG signal
around frequencies of HR, 2 × HR and 3 × HR, and remove
the artifacts and noises at other frequencies. The frequency
response of the ABF is

ABF( f ) =

⎧
⎪⎪⎨

⎪⎪⎩

1, HR f − 0.15 ≤ f ≤ HR f + 0.15 Hz
1, 2HR f − 0.15 ≤ f ≤ 2HR f + 0.15 Hz
1, 3HR f − 0.15 ≤ f ≤ 3HR f + 0.15 Hz
0, otherwise

(18)

where HR f represents the HR frequency.
In this paper, the window size of the ABF operation

for RIPPG is 20 s. To avoid phase distortion, the ABF is
implemented using an FFT. The frequency resolution of HR f

is 1/20 Hz, which is determined by the window size of the
ABF. In (18), the first sub-band of the ABF is HR f ±0.15 Hz.
Given the frequency resolution of 1/20-Hz per bin for the
ABF, the sub-band covers seven bins around the HR frequency,
corresponding to ±0.175 Hz (±10.5 beats/min). The second
and third sub-bands have the same sub-bandwidth. This sub-
bandwidth is an experimental value that allows for HR vari-
ation within 20 s. The same sub-band has also been adopted
for calculating the SNR of the RIPPG signal [11]. There are
10 subjects in our database, and seven sets of continuous HR
measurements lasting 20 s were performed for each subject.
Of a total of 70 sets of HR data, the maximum 1.96 standard
deviation and the maximum difference of HR values within
20 s are 8.67 and 15.15 beats/min, respectively. Hence, a
sub-bandwidth of ±10.5 beats/min can cover the normal HR
variation within 20 s. For a long-term RIPPG analysis, the
ABF operation can be shifted along the GRD signal.

Fig. 12. Frequency response of the ABF for RIPPG.

IV. ASSESSMENT DETAILS

In our experiments, we wish to assess the performances
of the proposed method in three ways: 1) the effect of ROI
tracking on reducing motion artifacts; 2) the HR measurement
accuracy of the proposed RIPPG for moving subjects; and
3) the robustness of the proposed RIPPG with relation to
different motions within the 6 DOF. An instantaneous HR
measurement is used to test the RIPPG performance. After a
pulse wave is extracted from a facial video by the RIPPG,
a simple HR estimation algorithm is used to calculate the
instantaneous HR in the time domain. A running rectangular
window with a size of 4 s will locate a 4-s long pulse wave
each second. The time locations of systolic peaks within the
rectangular window are detected using a simple peak detection
method [findpeaks() in MATLAB]. The instantaneous HR is
calculated as

HRins = 60 × (Num − 1)

T ime( j) − T ime(i)
(19)

where Num is the number of peaks within the rectangular
window, Time( j) is the location of the last peak within the
rectangular window on the time axis, and Time(i) is the
location of the first peak within the rectangular window on
the time axis. To eliminate the interference of diastolic peaks,
the minimum peak separation is set to 0.5×(60/HRave), where
HRave is the average HR during a long period (e.g., 20 s),
which can be estimated by finding a peak in the frequency
domain.

A. Material

In total, 10 healthy volunteers (seven males and three
females) ranging in age from 20 to 33 participated in the
study. None of them had any known cardiovascular dis-
eases. Informed consent was obtained from each subject,
and the study was approved by the Research Committee of
City University of Hong Kong. A low-cost webcam (Log-
itech C270) was used as the imaging device. The web-
cam worked at a frame rate of 30 frames/s. All videos
were recorded in color space (24-bit RGB) with a resolu-
tion of 640 × 480, and saved in uncompressed AVI for-
mat. During the video recording process, there were no
dedicated light sources utilized except for normal indoor
fluorescent light. Seven videos were recorded by the web-
cam for each subject. The duration of each video was
20 s. The subject sat in front of the webcam at a distance
of approximately 75 cm.
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In the first six videos, the subject was asked to make
yawing, pitching, rolling, surging, swaying, and heaving
motions, respectively. Visible markers were used to help the
subjects standardize and limit their motions. Yawing was kept
in the range of ±35°. Pitching was kept in the range of ±30°.
Rolling was kept in the range of ±45°. Surging was kept in the
range of ±30 cm. Swaying was kept in the range of ±40 cm.
Heaving was kept in the range of ±20 cm. All the above ranges
were determined from feasible motions limited by the sitting
posture or sustainable ROI tracking. In the seventh video, each
subject was asked to move their body and head freely with
large-scale motions, as long as their head still appeared in the
field of view of the webcam. The first six videos were used to
test the robustness of RIPPG to the six separate motions. The
last video was used to check the HR measurement accuracy
for moving subjects. During the video recording, an U.S. Food
and Drug Administration approved commercial vital signs
monitor (EDAN M3 Vital Signs Monitor) was contacted to the
subject’s index finger to record the BVP wave for [23]. The
index finger was prevented from moving to obtain an accurate
reference.

B. Benchmark Methods

To benchmark the proposed RIPPG method, we compare
the experimental results with two state-of-the-art RIPPG meth-
ods [5], [12]. In the first, ICA is combined with ROI tracking
using the VJ algorithm [5]. We call this method the ICA-based
method. We use the robust ICA algorithm with maximized
kurtosis contrast for the implementation of the ICA-based
method [24], and the ICA sorting problem is solved by
selecting the ICA output component with the highest peak in
the power spectral density [25]. Other implementation details
are the same, as described in [5]. In the second method [12],
specular reflection is assumed to exist and a standardized
skin tone is used to compensate for nonwhite illumination.
A color difference operation is performed on RIPPG signals
in RGB channels with a set of fixed linear combination
coefficients. Then, the combination coefficients are refined
based on the standard deviations of color difference signals.
For convenience, we call this method the skin tone-based
method. Both the overlap-add Hanning window and running
average window for normalization had a size of 2 s. All the
algorithms were implemented using custom software written
in MATLAB.

C. Statistics

We employ Bland–Altman analysis as the main method to
verify agreement between RIPPG and CPPG [26]. We examine
an agreement between methods of measurement with multiple
observations per subject [27]. In addition, Pearson’s correlation
coefficients (CCs) and the corresponding p-values are calcu-
lated to measure the linear dependency between RIPPG and
CPPG [28]. When plotting Bland–Altman plots, the HR mea-
surement results of CPPG are regarded as the gold standard.
The HR measurement differences between RIPPG and CPPG
will be plotted against the results of CPPG. The measurement
bias and 95% limits of agreement between the two will be

Fig. 13. Reference CPPG waveform for the sample video.

Fig. 14. RIPPG waveforms for the sample video measured using the
(a) original ICA-based RIPPG and (b) modified ICA-based RIPPG with ROI
tracking.

calculated to check the accuracy of RIPPG. The 95% limits
of agreement are defined as the bias ±1.96 times the standard
deviation of the difference, which shows how far apart the
HR measurements made by RIPPG are likely to be for most
individuals.

V. EXPERIMENTAL RESULTS

A. Effect of the Proposed ROI Tracking on RIPPG

To evaluate the effect of the ROI tracking module of the
proposed method, we replace ROI tracking based on the
VJ algorithm in the ICA-based method and the skin tone-
based method with the proposed ROI tracking module. Ten
videos of combinational motions were analyzed by the original
benchmark methods and the revised benchmark methods.
Fig. 13 shows a reference CPPG waveform for one sam-
ple facial video of the 10 videos. For the same video, the
RIPPG waveforms measured by the original ICA-based RIPPG
and the modified ICA-based RIPPG with ROI tracking are
shown in Fig. 14. The RIPPG waveforms measured by the
original skin tone-based RIPPG and the modified skin tone-
based RIPPG with ROI tracking are shown in Fig. 15. The
Bland–Altman plots with multiple instantaneous HR measure-
ments per subject for the original ICA-based RIPPG and the
modified ICA-based RIPPG with ROI tracking are shown in
Fig. 17. The Bland–Altman plots with multiple instantaneous
HR measurements per subject for the original skin tone-based
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Fig. 15. RIPPG waveforms for the sample video measured using the
(a) original skin tone-based RIPPG and (b) modified skin tone-based RIPPG
with ROI tracking.

Fig. 16. RIPPG waveform for the sample video measured using the proposed
RIPPG.

RIPPG and the modified skin tone-based RIPPG with ROI
tracking are shown in Fig. 18. The gold standard for the
Bland–Altman plots is the HR measurement by CPPG, shown
on the horizontal axis in Figs. 17 and 18.

In Figs. 14 and 15, it can be observed that the proposed ROI
tracking module can significantly improve the signal quality
of ICA-based RIPPG and skin tone-based RIPPG. There are
spikes in the RIPPG waveforms due to ROI fluctuation or
loss, as shown in Figs. 14(a) and 15(a). These spikes can be
removed by ROI tracking, as shown in Figs. 14(b) and 15(b).
The statistics in Figs. 17 and 18 also show the effectiveness
of ROI tracking. For ICA-based RIPPG, the HR measure-
ment bias between CPPG and the original ICA-based RIPPG
is −16.5 beats/min, with 95% limits of agreement −121.5 to
88.4 beats/min. With the help of the proposed ROI tracking
module, the HR measurement bias was 0.7 beats/min, with
95% limits of agreement −10.8 to 12.2 beats/min. For skin
tone-based RIPPG, the HR measurement bias between CPPG
and the original skin tone-based RIPPG is −32.2 beats/min,
with 95% limits of agreement −161.3 to 96.8 beats/min.
With the help of the proposed ROI tracking module, the HR
measurement bias becomes 5.6 beats/min, with 95% limits
of agreement −15.5 to 26.8 beats/min. The CC between
the instantaneous HR measured by CPPG and ICA-based
RIPPG increased from 0.1427 ( p-value = 0.11) to 0.8394 (p-
value < 0.001) with the help of the proposed ROI tracking

Fig. 17. Bland–Altman plots with multiple instantaneous HR measurements
per subject. (a) Comparison of CPPG and the original ICA-based RIPPG.
(b) Comparison of CPPG and the modified ICA-based RIPPG with ROI
tracking.

Fig. 18. Bland–Altman plots with multiple instantaneous HR measurements
per subject. (a) Comparison of CPPG and the original skin tone-based RIPPG.
(b) Comparison of CPPG and the modified skin tone-based RIPPG with ROI
tracking.

module. The CC between the instantaneous HR measured
by CPPG and skin tone-based RIPPG increased from 0.1366
(p-value = 0.14) to 0.6191 (p-value < 0.001) with the help
of the proposed ROI tracking module.

B. Performance of the Proposed RIPPG Method

We used the videos of combined motions to evaluate the
complete proposed RIPPG method (Fig. 8). For the same
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TABLE I

ROBUSTNESS OF THE PROPOSED RIPPG TO SEPARATE MOTIONS IN THE 6 DOF

TABLE II

ROBUSTNESS OF THE MODIFIED ICA-BASED RIPPG WITH ROI TRACKING TO SEPARATE MOTIONS IN THE 6 DOF

TABLE III

ROBUSTNESS OF THE MODIFIED SKIN TONE-BASED RIPPG WITH ROI TRACKING TO SEPARATE MOTIONS IN THE 6 DOF

Fig. 19. Bland–Altman plot with multiple instantaneous HR measurements
per subject for the comparison of CPPG and the proposed RIPPG.

sample video used in Figs. 14 and 15, a good-quality
RIPPG waveform can be measured using the proposed
method, as shown in Fig. 16. The Bland–Altman plot with
multiple instantaneous HR measurements per subject for the
comparison of CPPG and the proposed RIPPG is shown
in Fig. 19. Even though subjects made large-scale motions,
the HR measurement bias between CPPG and the proposed
RIPPG is only −0.2 beats/min. Moreover, the 95% limits
of agreement are between −5.7 and 5.4 beats/min. The CC
between the instantaneous HR measured by CPPG and the
proposed RIPPG is 0.9542 ( p-value < 0.001). All of these
performance parameters were greatly improved compared to
the results of the state-of-the-art RIPPG methods, as shown in
Section V-A.

C. Robustness of RIPPG to Separate Motions

To evaluate the robustness of the proposed RIPPG to
separate motions in the 6 DOF (Fig. 5), the video sets with
these motions were analyzed using the proposed RIPPG.

These separate motions consisted of yawing, pitching, rolling,
surging, swaying, and heaving. HR measurements were per-
formed using the proposed RIPPG on each video set corre-
sponding to a separate motion. Bland–Altman analysis of the
HR measurements was performed for each separate motion.
We analyzed the agreement between the methods of measure-
ment with multiple observations per subject. The Pearson’s
correlation was also calculated for the HR measurements in
each video set. The statistical results are shown in Table I. The
same analyses were performed using ICA-based RIPPG and
skin tone-based RIPPG. The ROI tracking modules in those
two state-of-the-art methods were replaced with the proposed
ROI tracking module; this is because the original methods
cannot handle the large-scale motions in the experiments.
In addition, the statistical results of the two methods are
shown in Tables II and III. By comparing Table I with
Tables II and III, the proposed RIPPG is found to have the best
performance, and there is no obvious sensitivity to a certain
type of motion.

VI. DISCUSSION

Good-quality ROI tracking plays an important role in reduc-
ing motion artifacts for facial video-based RIPPG, as the
results show in Section V-A. After ROI tracking based on
the VJ algorithm was replaced by the proposed ROI tracking
module, the accuracy of HR measurement was significantly
improved. The advantage of our ROI tracking module is that
the KLT algorithm can handle more complicated motions than
the VJ algorithm, and ROI selection on the cheeks can also
improve the SNR of the RIPPG signal. In the analysis of
the robustness of the proposed RIPPG to separate motions, as
shown in Section V-C, we did not find any obvious sensitivity
to a certain separate motion. The proposed RIPPG exhibited
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similar performance for all kinds of separate motions. This
result did not match the results of the analysis of the effect
of ideal ROI tracking in Section II-A, in that ROI tracking
cannot compensate well for swaying and heaving motions.
This is because the assumption of a planar rigid object for
the human face is not sufficiently accurate. The face is a
curved 3-D surface, rather than a planar surface, so perform-
ing only an affine transformation on the whole face cannot
implement ideal ROI tracking. In practice, motion compen-
sations for all separate motions are not ideal. In addition,
the assumption of uniform illumination in Section II-A is not
possible in everyday environments. Hence, the performances
of the proposed RIPPG for all kinds of separate motions are
balanced.

By comparing Fig. 19 with Figs. 17(b) and 18(b), we
can observe that the proposed RIPPG method has a better
performance than the state-of-the-art RIPPG methods. In this
comparison, the proposed ROI tracking module was used
by both ICA-based RIPPG and skin tone-based RIPPG, and
hence the comparison shows the effectiveness of the pro-
posed adaptive GRD method and the ABF. There is a basic
assumption of independence (non-Gaussianity) between the
BVP signal and motion artifacts for RIPPG in the ICA-
based method. Referring to (3), we can treat S0 M(t) and
R0 M(t) as motion artifacts and Pulse(t)M(t) as the BVP
signal. The BVP signal is not absolutely independent with
motion artifacts, because all of them are modulated by an
identical motion modulation M(t). When M(t) is large, ICA
will not work well as shown in Fig. 17 and Table II. For skin
tone-based RIPPG, there is an assumption of a standardized
skin tone. Referring to (3), the standardized skin tone is
actually a fixed approximation for βi (reflection spectrum), so
βi is eliminated with this approximation. Afterward, skin tone-
based RIPPG uses normalization of Ii (t) to further eliminate
αi (illumination spectrum). The proposed GRD method can
adaptively eliminate αi (t) and βi (t) simultaneously without
using a fixed approximation. Furthermore, the assumption of
specular reflection on the skin will also affect the accuracy
of skin tone-based RIPPG. The surface of human skin is not
optically smooth enough for specular reflection.

The improvement in RIPPG performance exhibited by our
proposals demonstrates that the proposed optical RIPPG signal
model works better in describing the origins of the RIPPG
signal and motion artifacts, compared with the state-of-the-art
methods.

VII. CONCLUSION

RIPPG revolutionizes the operation mode of conventional
CPPG. The required reduction of motion artifacts is an
unavoidable problem in the development of RIPPG for clinical
field. Previous works have focused on reducing motion arti-
facts from the perspective of signal/image processing. In this
paper, it was shown that the RIPPG signal arises from radiant
intensity variation of the skin due to BVP. We built an optical
signal model to analyze the motion artifacts of RIPPG, based
on the optical properties of human skin. ROI selection on the
cheeks was combined with ROI tracking. An adaptive color

difference operation between the green and red channels was
proposed based on optical RIPPG signal analysis. An ABF was
proposed based on the spectral characteristics of PPG signals,
which can further improve the SNR of the RIPPG signal after
the determination of the HR frequency. In an experimental
comparison with state-of-the-art RIPPG methods, the improve-
ment in HR measurement accuracy verified the effectiveness
of our proposals. We believe that the motion-resistant RIPPG
has good potential for applications in special situations, such
as lie detection, infant monitoring, and telemedicine.

APPENDIX

The irradiance on the image ROI on the imaging plane of a
camera is analyzed within the 6 DOF. Uniform environmental
illumination is assumed. The different variables are defined
in Section II.

A. Yawing

When the face tilts with a yawing angle �, the entrance
pupil size projected on the face normal V is A cos �, so the
radiant power received by the camera is

Pw = Aπ NW 2cos�

2S2 . (20)

With a yawing angle �, the size of the image ROI becomes

Simage_ROI = 4W 2 f 2 cos�

S2 . (21)

Hence, the irradiance on the image ROI is

Iimage_ROI = Aπ N

8 f 2 . (22)

In (22), there is no variation for the irradiance of the image
ROI with a yawing motion.

B. Pitching

The case of a pitching motion is very similar to that of a
yawing motion, except that the pitching angle is located at the
vertical axis y, not on the horizontal axis x . Thus, the same
conclusion as that for yawing motion can be obtained. With
ideal ROI tracking, a pitching motion has no effect on the
irradiance of the image ROI.

C. Rolling

When there is a rolling motion with an angle of �, the face
is still on the frontal plane with the same distance S away
from the camera. The radiant power received by the camera
is still

Pw = Aπ NW 2

2S2 . (23)

The size of the image ROI also does not change. Therefore,
the irradiance of the image ROI is still

Iimage_ROI = Aπ N

8 f 2 . (24)

Thus, a rolling motion does not affect the irradiance of the
image ROI.
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D. Surging

A surging motion is a translation on the z-axis. The distance
S will change along with the forward/backward translation.
The face is still on the frontal plane, so the radiant power
received by the camera is

Pw = Aπ NW 2

2S2 . (25)

The size of the image ROI is

Simage_ROI = 4W 2 f 2

S2 . (26)

Even though S changes, the irradiance of the image ROI does
not change, and it is still

Iimage_ROI = Aπ N

8 f 2 . (27)

Hence, a surging motion does not affect the irradiance of the
image ROI.

E. Swaying

A swaying motion is a translation on the x-axis. The line
from the camera to the face center makes an angle � to the
face normal V, resulting from the left/right translation. The
radiant intensity received by the camera from the radiation of
the face is

H = π Nsin2θ cos4�. (28)

The radiant power received by the camera is

Pw = Aπ NW 2 cos4�

2S2 . (29)

The size of the image ROI does not change, owing to the
invariant quantity S. Therefore, the irradiance of the image
ROI is

Iimage_ROI = Aπ Ncos4�

8 f 2 . (30)

A swaying motion has an impact on the irradiance of the
image ROI with a factor of cos4�. Even if ROI tracking works
well, a swaying motion can still cause motion artifacts.

F. Heaving

A heaving motion corresponds to an up/down translation on
the y-axis. The effect of a heaving motion on the irradiance
of the image ROI is the same as that of a swaying motion.
A heaving motion will cause a cos4� factor on the irradiance
of the image ROI, as shown in (30).
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