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ABSTRACT 

 

Face recognition is a widely used biometric technology due 

to its convenience but it is vulnerable to spoofing attacks 

made by non-real faces such as a photograph or video of 

valid user. Face liveness detection is a core technology to 

make sure that the input face is a live person. However, this 

is still very challenging using conventional liveness detec-

tion approaches of texture analysis and motion detection. 

The aim of this paper is to develop a multifunctional feature 

descriptor and an efficient framework which can be used to 

deal with both face liveness detection and recognition. In 

this framework, new feature descriptors are defined using a 

multiscale directional transform (shearlet transform). Then, 

stacked autoencoders and softmax classifier are concatenat-

ed to detect face liveness and identify person. We evaluated 

this approach using CASIA Face Anti-Spoofing Database 

and the results show that our approach performs better than 

state-of-the-art techniques following the provided evaluation 

protocols of this database, and is possible to significantly 

enhance the security of face recognition biometric system. 

 

Index Terms—Anti-spoofing, Face recognition, 

Liveness detection, Stacked autoencoders, Softmax classifi-

cation, Shearlet transform. 

 

1. INTRODUCTION 

 

In the last decade, face detection and recognition technology 

achieved substantial progress. However, recent works have 

revealed that face biometrics is vulnerable to spoofing at-

tacks using cheap low-tech equipment, such as the photo-

graph or video of valid user. Therefore, anti-spoof problem 

for face biometric system has gained great attention to the 

research community. 

Most of the conventional face liveness detection algo-

rithms can be classified into three types as (1) Presence of 

vitality, (2) Differences in motion patterns, and (3) Differ-

ences in image quality assessment. For the first type, the 

presence of vitality detection techniques focus on creating 

certain features that only live faces can possess. These 

methods usually analyze certain movements of certain parts 

of the face, such as eye blinking and lip moving, and will 

consider those movements as a sign of life and therefore a 

real face [1] [2]. For the second type, differences in motion 

patterns based analysis mainly rely on the fact that real faces 

display a different motion behavior compared to a spoof 

attempt. These methods mainly differentiate the motion pat-

tern between 3D and 2D faces. The generally idea about this 

type method is that planar objects move significantly differ-

ent from real human faces which are 3-D objects [3]. For the 

third type, image quality assessment based analysis focus on 

the presence of artefacts intrinsically present at the attack 

media [4]-[6]. 

Conventional face liveness detection algorithms usually 

need to calculate or extract some explicit features using 

complicated modules. These features focus on representing a 

specific characteristic which can very well distinguish the 

real face images and non-real face images. However, be-

cause of the specificity, these methods are hard to generalize 

to other spoofing types. Thus, in this paper, we aim to ex-

plore a new general purpose face liveness detection algo-

rithm which is based on shearlet transform. The general idea 

about this method is that the process of creating fake faces 

disturbs the statistical property of real face image and dis-

criminate it from real face images to non-real face images. 

Besides, the proposed feature descriptors are multifunctional 

descriptors, which means the same descriptors can be ap-

plied for both face liveness detection and face recognition. 

In this paper, extracted descriptors are feed into stacked au-

toencoders which are concatenated with softmax classifier. 

In this way, all these goals are achieved based on a unified 

framework. The framework of the proposed approach is 

summarized in Fig. 1. An image or a video entering the 

framework is first subjected to a face detector. Then, shear-

let based feature descriptors are extracted from these face 

images. The extracted descriptors are applied to detect the 

liveness of the face. If it is a real face, these descriptors can 

be directly used for face recognition. 
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Fig. 1:  High-level overview of the proposed framework. 
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2. SHEARLET BASED FEATURE DESCRIPTORS 

 

It is known that traditional wavelets and their associated 

transforms are highly efficient when approximating and ana-

lyzing one-dimensional signals. However, these frameworks 

have some limitations when extended to process multidi-

mensional data such as images or videos. Typically, multi-

dimensional data exhibit curvilinear singularities and wave-

lets cannot effectively detect their directions and in the sense 

sparsely approximate them. To overcome the drawbacks of 

wavelets, a new class of multiscale analysis methods has 

been proposed in recent years, which is defined as the third 

generation wavelet. A noteworthy characteristic of these new 

methods is their ability to efficiently capture anisotropic 

features in multidimensional data and the shearlet represen-

tation [7]-[9] is one of them. The proposed feature de-

scriptors are based on shearlet transform. When the dimen-

sion 2n  , the affine systems with composite dilations are 

the collections of the form: 

 2
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where the analyzing factor , ,a s t  is called shearlet coeffi-
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1

12
, , , ,( ) | det | ( )a s t a s a sx M M x t 


    (2) 

where ,
0

a as
M B Aa s s a

a

 
   

 
, and 

0

0

a
Aa

a

 
  
 

, 

1

0 1

s
Bs

 
  
 

. Aa  is the anisotropic dilation matrix and Bs  is 

the shear matrix. The analyzing functions associated to the 

shearlet transform are anisotropic and are defined at differ-

ent scales, locations and orientations. Thus, shearlets have 

the ability to detect directional information and account for 

the geometry of multidimensional functions, which over-

come the limitation of the wavelet transform.  

We start the derivation of our Shearlet Based Feature 

Descriptors (SBFD) in a gray scale image. The calculation 

process of SBFD is summarized in Fig. 2. Each element in 

the red box is defined as 
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where 1, . . .,a A  is the scale index (exclude coarsest scale), 

1, . . .,s S  is the direction index and 
21, . . ., ( )b M m  is 

the block index of each subband. M  represents the size of 

square image and m  indicates the size of the red block. 

( , , )SH f a s b  are the shearlet coefficients of each red block.  

After the mean pooling of shearlet coefficients in each 

red block, the pooled values are concatenated as a vector 

and subjected to a logarithmic nonlinearity which is repre-

sented as 

  2 1= log , , NSBFD x x   (4) 

where 
2( )N A S M m    is the total number of red block. 
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Fig. 2:  The calculation process of SBFD. 

 

3. STACKED AUTOENCODERS AND SOFTMAX 

CLASSIFIER 

 

As previously mentioned, the extracted SBFD can be feed 

into stacked autoencoders (SAE) and the final face liveness 

and face type are predicted by a softmax classifier. Before 

being sent into the stacked autoencoders, the input SBFD is 

normalized by subtracting the mean and dividing by the 

standard deviation of its elements, and Zero Components 

Analysis (ZCA) whitening is performed to the normalized 

SBFD. Stacked autoencoders is a kind of deep neural net-

works which contain multiple hidden layers and allow us to 

compute much more complex features of the input signal [10] 

[11]. Different from training the traditional Back Propaga-

tion (BP) neural network, two steps are implemented to ob-

tain good parameters for a stacked autoencoder. The first 

step is called pre-training, which is a kind of unsupervised 

training. In this step, each layer is treated as an individual 

autoencoder and the optimized encoding weights are ob-

tained as the initial weights instead of random initialization. 

The second step is called fine-tuning, which is a kind of su-

pervised training using BP algorithm. Fine-tuning is a strate-

gy that is commonly used in deep learning. Through this step, 

the performance of a stacked autoencoder can be significant-

ly improved. From a high level perspective, fine-tuning 

treats all layers of a stacked autoencoder as a single model, 

so that in one iteration, we are improving upon all the 

weights in the stacked autoencoder. The final output layer of 

this deep neural network is softmax classifier. When per-

forming the fine-tuning process, the parameters of softmax 

are also updated. The output is defined as  
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where K  is the class number and   is the softmax parame-

ter vector. For liveness detection and face recognition, K  is 

2 and 50 respectively. 
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4. EXPERIMENTAL RESULTS 

 

In order to evaluate the performance of proposed algorithm 

and other liveness detection algorithms, the CASIA Face 

Anti-Spoofing Database [12] are considered. This database 

contains 50 genuine subjects, and fake faces are made from 

the high quality records of the genuine faces. There include 

three imaging qualities (low, normal and high) and three 

fake face attacks which include warped photo, cut photo 

(eyeblink) and video attacks. Besides, a baseline algorithm 

is also provided which is based on multiple Difference of 

Gaussian (DoG) filters and SVM. In addition, a suggested 

test protocol is also provided which consists of 7 scenarios 

and can be summarized as 

Quality Test. This test is to evaluate the performance 

when image quality is fixed. The samples are: 

1. Low (L) quality test: {L1, L2, L3, L4}. 

2. Normal (N) quality test: {N1, N2, N3, N4}. 

3. High (H) quality test: {H1, H2, H3, H4}. 

Fake Face Test. This test is to evaluate the performance 

when fake face types are fixed. The samples are: 

1. Warped photo attack test: {L1, N1, H1, L2, N2, H2}. 

2. Cut photo attack test: {L1, N1, H1, L3, N3, H3}. 

3. Video attack test: {L1, N1, H1, L4, N4, H4}.  

Overall Test. In this test, all data are combined together 

to give a general and overall evaluation. 

Based on this suggested protocol, we design our experi-

ments into two main parts which include liveness detection 

and face recognition. In liveness detection experiment, we 

only identify real face images and non-real face images. 

Therefore, when doing quality test and overall test, in order 

to make sure that the number of these two type face images 

is identical, we randomly select 30 face frames from each 

real face video and 10 face frames from each non-real face 

video. However, when conducting fake face test, we ran-

domly select 10 face frames for each video. The final label 

for the video is determined by averaging the selected face 

image scores. In face recognition experiment, we identify the 

face image for 50 subjects. Quality test and overall test are 

considered for this experiment. In this experiment, we ran-

domly select 10 face frames for each video. 5 face images 

are used for training and another 5 face images are used for 

testing. There are no overlap between training and testing 

face images. As discussed previously, most state-of-the-art 

works apply Local Binary Patterns (LBP) [13] as feature 

extraction method and use SVM to identify real face images 

and non-real face images. Therefore, when conducting 

liveness detection experiments, we first apply DoG, LBP 

and SBFD as feature extraction methods and send the ex-

tracted features into SVM. Besides, in order to provide a 

rational and fair comparison, we also send the corresponding 

features into stacked autoencoders. 

To give a statistical evaluation, we have not adopted the 

suggested training and testing set. Instead, we mix the 50 

subjects together, for each training and testing process, we  

Table 1: Median classification accuracy for 100 iterations of 

liveness detection test on the CASIA database. 
 Low Normal High 

 

 

Quality Test 

DoG+SVM 0.6833 0.7167 0.6833 

LBP+SVM 0.7667 0.8500 0.9000 

SBFD+SVM 0.9333 0.9000 0.8167 

DoG+SAE 0.6333 0.7500 0.7500 

LBP+SAE 0.7500 0.8167 0.9000 

SBFD+SAE 0.9333 0.9167 0.8667 

 

 Warped Cut Video 

 

 

Fake Face Test 

DoG+SVM 0.6278 0.6444 0.7056 

LBP+SVM 0.8278 0.7944 0.8167 

SBFD+SVM 0.8333 0.9389 0.9278 

DoG+SAE 0.6389 0.6889 0.7111 

LBP+SAE 0.8500 0.8389 0.8889 

SBFD+SAE 0.8500 0.9333 0.9167 

 

 

 

Overall Test 

DoG+SVM 0.6611 

LBP+SVM 0.8333 

SBFD+SVM 0.8444 

DoG+SAE 0.7167 

LBP+SAE 0.8556 

SBFD+SAE 0.8889 

 

Table 2: Median classification accuracy for 100 iterations of 

face recognition test on the CASIA database. 
 Low Normal High Overall 

DoG 0.2320 0.2680 0.1640 0.1480 

LBP 0.4040 0.3560 0.3320 0.2320 

SBFD 0.9840 0.9960 0.9880 0.9720 

 

randomly select 20 subjects as training set and the other 30 

subjects as testing set. Totally 100 train and test iterations 

are performed and the median classification accuracy is re-

ported for each algorithm.  

Table 1 and Table 2 list the median classification accura-

cy for liveness detection and face recognition respectively. It 

can be seen that the proposed method achieves competitive 

performance for both liveness detection and face recognition 

task. In addition, for liveness detection test, we also plot the 

Detection-Error Trade-off (DET) curves and the box plot of 

the classification accuracy of the overall test, which are 

show in Fig. 3(a) and (b) respectively. For face recognition 

test, the box plot of the classification accuracy of the overall 

test is show in Fig. 3(c), and Fig. 4(a) to (c) shows the mean 

confusion matrixes across 100 trails for overall test. These 

plots further demonstrate the proposed method is suitable for 

these two tasks. 

 

5. CONCLUSIONS 

 

In this paper, we have proposed a multifunctional feature 

descriptor and an efficient framework which can be used to 

deal with face liveness detection and face recognition. This 

unified framework is based on shearlet transform, stacked 

autoencoders and softmax classifier. We evaluated this ap-

proach using CASIA Face Anti-Spoofing database. The re-

sults show that our approach is suitable for both of the two 

tasks.  
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(a)                                                                                  (b)                                                                            (c) 

Fig. 3:  (a) DET curves of six methods for overall test after 100 iterations. (b) Box plot of liveness detection accuracy of six methods over 

100 trials for overall test. (c) Box plot of face recognition accuracy of three methods over 100 trials for overall test. 
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(a)                                                                              (b)                                                                                (c) 

Fig. 4:  Mean confusion matrix for face recognition across 100 trails for overall test. (a) Mean confusion matrix of DoG. (b) Mean confu-

sion matrix of LBP. (c) Mean confusion matrix of SBFD. 
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