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Abstract—We study the problem of job assignment in a large-scale realistically-dimensioned server farm comprising multiple processor-sharing servers with different service rates, energy consumption rates, and buffer sizes. Our aim is to optimize the energy efficiency of such a server farm by effectively controlling carried load on networked servers. To this end, we propose a job assignment policy, called Most energy-efficient available server first Accounting for Idle Power (MAIP), which is both scalable and near optimal. MAIP focuses on reducing the productive power used to support the processing service rate. Using the framework of semi-Markov decision process we show that, with exponentially distributed job sizes, MAIP is equivalent to the well-known Whittle's index policy. This equivalence and the methodology of Weber and Weiss enable us to prove that, in server farms where a loss of jobs happens if and only if all buffers are full, MAIP is asymptotically optimal as the number of servers tends to infinity under certain conditions associated with the large number of servers as we have in a real server farm. Through extensive numerical simulations, we demonstrate the effectiveness of MAIP and its robustness to different job-size distributions, and observe that significant improvement in energy efficiency can be achieved by utilizing knowledge of energy consumption rate of idle servers.
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I. INTRODUCTION

The data-center industry, with over 500 thousand data centers worldwide [1], has been growing in parallel with the dramatic increase in global Internet traffic. An estimated 91 billion kWh of electricity was consumed by U.S. data centers in 2013, and this consumption rate continues to grow, resulting in $13 billion annually for electricity bills and potentially nearly 100 million metric tons of carbon pollution per year by 2020 [2]. Servers account for the major portion of energy consumption of data centers [3]. Our aim here is to describe optimal scheduling/dispatching strategies for incoming job requests in a server farm so as to improve energy efficiency.

This has been a topic of interest for some time, with approaches such as speed scaling to reduce energy consumption by controlling server speed(s) [4]–[8]. Right-sizing of server farms has been done by powering servers on/off according to traffic load [9]–[12], and by switching servers between active/sleep mode according to number of waiting jobs [13]. In [14]–[18] resource allocation methodologies are used to distribute the power budget for energy conservation.

Rapid improvements in computer hardware have resulted in frequent upgrades of parts of the server farms. This, in turn, has led to server farms with a range of different computer resources (heterogeneous servers) being deployed [16]. Such heterogeneity significantly complicates optimization, since each server needs to be considered individually. Despite the complexity, we are able to improve here the energy efficiency of heterogeneous server farm via appropriate scalable job assignment policies that are applicable to server farms with tens of thousands of servers. For the purposes of this paper, a server farm is postulated to have a fixed number of servers with no possibility of powering off during the time period under consideration; this, in practice, could apply to periods during which no powering off takes place. In this way, the job assignment policies described here can be combined with the right-sizing techniques mentioned above, as appropriate. Note that frequent powering off/on increases wear and tear and the need for costly replacement and maintenance [17].

Here, we consider a system in which idle servers may have non-negligible energy consumption rate [18]. In [6], [19], [20], job assignment policies have been discussed without consideration of idle power (energy consumption rate of idle servers), and in [9], [11], [21], such policies have been considered for a server pool with identical servers. In the server farms considered, servers are not assumed to be identical. To the best of our knowledge, there is no published work that considers idle power in designing job assignment methodologies for a given heterogeneous server pool.

Other job assignment policies in the literature (e.g., [22]–[24]) have considered scenarios with infinite buffer size and have sought to minimize delay. We consider a server farm with parallel finite-buffer queues, and with heterogeneous server speeds, energy consumption rates, and buffer sizes. As in [19], the energy efficiency of a server farm is defined as the ratio of the long-run expected job departure rate divided by the expected energy consumption rate. It forms the objective function of our optimization strategy. This objective function represents the amount of useful work (e.g., data rate, throughput, processes per second) per watt.

The processor sharing (PS) discipline is imposed on each queue, so that all jobs on the same queue share the processing...
capacity and are served at the same rate. The PS discipline avoids unfair delays for those jobs that are preceded by extremely large jobs, making it an appropriate model for web server farms \([25], [26]\), where job-size distributions are highly variable \([27], [28]\). The finite buffer size queuing model with PS discipline can be applied in situations where a minimum service rate is required for processing a job in the system \([29]\). In communication systems, broader applications of PS queues have been studied; e.g., \([30], [31]\).

A key feature of our approach is to model the problem as an instance of the Restless Multi-Armed Bandit Problem (RMABP) \([32]\) in which, at each epoch, a policy chooses a server to be tagged for a new job assignment (other servers are said to be untagged). The general RMABP has been proved SPACE-hard \([33]\), and this has led to studies in scalable and near-optimal approximations, such as index policies. An index policy selects a set of tagged servers at any epoch according to their state-dependent indices.

We consider a large-scale realistically-dimensioned server farm that cannot reject a job if it has buffer space available. Such a situation would occur, for instance, where a server farm owner is unable to replace all older servers simultaneously, and so legacy inefficient servers are needed to meet a service level agreement. Buffering spill-over creates dependencies between servers, and requires us to postulate uncontrolled states \([34]\). In other words, the constraint on the number of tagged servers in conventional RMABP has to be replaced by a constraint on the number of tagged servers in controllable states. As far as we are aware, there are no theoretical results on the asymptotic optimality of an index policy for a multi-server system with finite buffer size, where loss of jobs happens if and only if all buffers are full. A further discussion on existing related work is provided in Section \(\text{II}\).

The contribution of this paper is listed as follows.

- We propose a new job assignment method to attempt maximization of energy efficiency. The new proposed policy is referred to as the Most energy-efficient available server first Accounting for Idle Power (MAIP). MAIP prioritizes the most energy-efficient servers that are available (that is, servers with at least one vacant slot in their buffers) and requires the energy consumption rate of idle servers as an input parameter for decision making. This policy provides a model of a real system with significant energy consumption rate in idle states. MAIP is scalable and requires only binary state information of servers, making it suitable for an environment with frequently changing server states. Our server farm model is centralized and is applicable to a local system with frequently changing information, which for our case is the binary information of server states. We note that Google has built a centralized control mechanism for network routing and management that monitors all link states and is scalable for Google’s building-scale data center \([35]\).
- We prove, remarkably, that when job sizes are exponentially distributed, the Whittle's index policy is equivalent to MAIP, and that it is asymptotically optimal for our server farm comprised of multiple groups of identical servers as the numbers of servers in these groups tend to infinity. It is reasonable to assume that if the total number of servers in a server farm is very large, then the number of servers bought in a single batch, or over a short period of time during which the technology is not improving, will also be large. In any case, there is cost benefit in buying in bulk, so that the number of servers purchased at once is likely to be large. More importantly, the typical lifespan of a server is in the range of 3 years \([36], [37]\). Accordingly, a modern server farm is likely to be categorized into several server groups, each of which contains a large number of servers of the same or similar type and attributes that were bought at the same time, or over a short time period.

The well-known Whittle’s index relaxation enables decomposition of a complex RMABP problem into multiple sub-problems, assumed computationally feasible \([32]\). Note that, in the general case, Whittle’s index does not necessarily exist, and even if it does, a closed form solution is often unavailable. As mentioned before and in Section \(\text{II}\) the buffer constraint in our case enforces the need for uncontrollable states and, in turn, prevents direct application of previous asymptotic optimality results on RMABP to our problem.

- We demonstrate numerically the effectiveness of MAIP by comparing it with a baseline policy that prioritizes the most energy-efficient available serves but ignores idle power. Although, as mentioned above, powering off servers is not considered here, the performance of the baseline policy can be significantly improved by taking the idle power into consideration (MAIP) in terms of energy efficiency. MAIP is demonstrated numerically to be almost insensitive to the shape of job-size distributions. We also demonstrate the applicability of MAIP for a large server farm with significant cost of job reassignment.

The remainder of this paper is organized as follows. In Section \(\text{II}\) we discuss the related work on job assignment policies. In Section \(\text{III}\) we describe the server farm model. In Section \(\text{IV}\) we propose the MAIP policy, and in Section \(\text{V}\) we give the proof for the asymptotic optimality of MAIP. We present numerical results in Section \(\text{VI}\) and conclusions are given in Section \(\text{VII}\).

II. RELATED WORK

Queueing models associated with job assignment among multiple servers with and without jockeying (reassignment actions of incomplete jobs) have been studied since 1958 \([38]\). Most existing work has focused on job assignment policies that aim to improve the system performance under a first-come-first-served (FCFS) discipline such as Join-the-Shortest-Queue (JSQ).

For the non-jockeying case, JSQ under PS has been analyzed in \([22], [23], [25], [39]\). Bonomi \([22]\) proved optimality of JSQ for the processor sharing case under a general arrival process, a Markov departure process, and homogeneous servers while, for a non-exponential job-size distribution, a counter-example to optimality of JSQ has been given by Whitt \([39]\). Gupta \([24]\) provided an analysis for the approximation of
the state distribution of a system under JSQ with homogeneous PS servers and general job-size distributions. Gupta also showed the optimality of JSQ in terms of average delay for a system comprising servers with two different service rates.

Server farm applications of JSQ with jockeying policies for FCFS have been studied in [23], [40], [41]. In these papers, when the difference between the longest and shortest queue sizes achieves a threshold, a jockeying action is triggered. Different values of the threshold clearly result in different JSQ policies. These publications focus on the calculation of the equilibrium distribution of the lengths of queues.

Energy efficiency for a multi-queue heterogeneous system with infinite buffers and set-up delay has been studied in [42], where the authors assume zero energy consumption rate when a server is idle. Hyttia et al. [42] have shown that the M/G/1-LCFS is insensitive to the shape of the distribution of set-up delay while this insensitivity is lost in the M/G/1-PS. In [43], energy-efficient job assignment in a system with heterogeneous servers and homogeneous job has been considered, where jobs were queued in an infinite public buffer without waiting room on each server and no cost were consumed for an idle server. The authors analyzed the coinciding of individual optimality (minimizing the cost of one job) and social optimality (minimize the sum of the cost of all jobs) that were, both proved in this paper, threshold style in certain situations.

Energy-aware PS multi-queue systems with jockeying have been studied in [19], [20], where the optimization problem is characterized as a semi-Markov decision process (SMDP). In that paper, maximization of the ratio of job throughput to power consumption (the ratio of the long-run average job departure rate to the long-run average energy consumption rate) is introduced as a measure of performance. The use of long-run average reward per unit cost (e.g., time consumption, energy consumption, etc.) as an objective function in [19] generalizes long-run average service quality per unit time, studied previously.

In this paper, we consider a large-scale realistically-dimensioned server farm model with heterogeneous servers. The jockeying case discussed in [19], [20] is more appropriate for a localized server farm, in which the cost of jockeying actions is negligible. For a server farm with significant jockeying costs, a simple scalable job assignment policy without jockeying is more attractive. A similar dynamic programming methodology in which the computational complexity increases linearly in the number of states can be applied to our case. Unfortunately, in the non-jockeying server farm the number of states increases exponentially in the number of servers, so that the optimal solution is limited to very small cases with a few servers.

The asymptotic optimality analysis in [45]–[49] is applicable for job assignment policies in a multi-queue system with infinite buffer size on each queue. In particular, Weber and Weiss [45] proved, under certain conditions, the asymptotic optimality of Whittle’s index policies, as conjectured by Whittle [32]. Mandelbaum and Stolyar [46] considered a similar model in continuous time, and proved that a simple generalized rule, called the cµ-rule, asymptotically minimizes instantaneous and cumulative holding costs in a queueing system with multiple-parallel flexible servers and multi-class jobs when the system has heavy traffic, and a stability condition is satisfied. Also, the holding cost rate in [46] is assumed to be increasing and convex while, in our problem, the holding cost rate is not necessarily even increasing in the workload of a server. Nazarathy and Weiss [47] proposed a method for the control problem of a multi-server queueing network over a finite time horizon. They proved that the method is asymptotically optimal in the minimization of the total inventory cost over a finite time horizon. Ayesta et al. [48] have studied a preemptive queue with infinite buffer and multiple users as a model for the flow-level behavior of end-users in a narrowband HDR wireless channel (CDMA 1xEV-DO). They discussed conditions for the stability and the asymptotic optimality of policies under which users (channels) are selected. Verloop [49] extended the proof of asymptotic optimality for the Whittle’s index in [45] to cases with several classes of bandits, with arrivals of new bandits, and with multiple actions per bandit.

Other publications on asymptotic optimality in job assignment include [50], [51]. Atar and Shifrin [50] analyzed a G/G/1 queue with finite buffer and multiple classes of arriving jobs, where all jobs share the finite buffer capacity of the queue. They also prove asymptotic optimality of their method under some buffer size constraints, and under a throughput time (delay) constraint in the presence of further restrictions. Larrañaga et al. [51] analyzed a system with multiple users (modeled as multiple bandits), aiming at minimizing the average cost: a combination of convex (also non-decreasing) holding costs and user impatience. This work contains uncontrollable states as a bandit cannot be played when the number of corresponding users is zero, but the non-decreasing holding cost constraint, which simplifies the asymptotic optimality argument, cannot be guaranteed in our problem.

This large, but by no means complete, collection of related work, contains no asymptotic optimality result directly applicable to our problem of a multi-server queue system with a buffer constraint on each queue, requiring the presence of uncontrollable states as mentioned in Section [1] As far as we are aware, there is no result on the asymptotic optimality of an index policy in this context.

III. MODEL

We consider a heterogeneous server farm modeled as a multi-queue system where reassignment of incomplete jobs is not allowed. For the reader’s convenience, Table [1] provides a list of symbols that are frequently used in this paper.

The server farm has a total of \( K \geq 2 \) servers, forming the set \( K = \{1, 2, \ldots, K\} \). These servers are characterized by their service rates, energy consumption rates, and buffer sizes. For \( j \in K \), we denote by \( \mu_j \) the service rate of server \( j \) and by \( B_j \) its buffer size. The energy consumption rate of server \( j \) is \( \epsilon_j \) when it is busy and \( \epsilon_j^0 \) when it is idle, respectively, where \( \epsilon_j > \epsilon_j^0 \geq 0 \). We refer to the ratio \( \mu_j / (\epsilon_j - \epsilon_j^0) \) as the effective energy efficiency of server \( j \). Note that this definition of energy efficiency for each server in the system that takes
into account the effect of idle power is key to the design of the MAIP policy proposed in this paper.

Job arrivals follow a Poisson process with rate \( \lambda \), indicating the average number of arrivals per time unit. An arriving job is assigned to one of the servers with at least one vacant slot in its buffer, subject to the control of an assignment policy \( \phi \). If all buffers are full, the arriving job is lost.

We assume that job sizes (in units) are independent and identically distributed, and normalize without loss of generality the average size of jobs to one. Each server \( j \) serves its jobs at a total rate of \( \mu_j \) using the PS service discipline.

Our considerations are limited to realistic cases, and assume that the ratio of the arrival rate to the total service rate, i.e., \( \rho = \lambda / \sum_{j=1}^{K} \mu_j \), is sufficiently large to be economically justifiable but not too large to violate the required quality of service. We refer to \( \rho \) as the normalized offered traffic.

The job throughput of the system under policy \( \phi \), which is equivalent to the long-run average job departure rate, is denoted by \( \mathcal{L}^\phi \). The power consumption of the system under policy \( \phi \), which is equivalent to the long-run average energy consumption rate, is denoted by \( \mathcal{E}^\phi \). By definition, \( \mathcal{L}^\phi / \mathcal{E}^\phi \) is the energy efficiency of the system under policy \( \phi \).

### IV. Job Assignment Policy: MAIP

Here we provide details of the MAIP policy. Note that, with a non-jockeying policy, the server farm scheduler makes assignment decisions only at arrival events and assigns a new job to one of the available servers in the system. MAIP is designed in such a way that takes into account the effect of idle power. The key idea of MAIP can be conveniently explained by using a simple example.

Consider a system with two servers only, where \( \mu_1 = \mu_2 = 1 \), \( \varepsilon_1 = 2 \), \( \varepsilon_1^0 = 1 \), \( \varepsilon_2 = 2.5 \), and \( \varepsilon_2^0 = 2 \). It is clear that in this example \( \varepsilon_1 < \varepsilon_2 \) and \( \varepsilon_1^0 < \varepsilon_2^0 \). If a job arrives when both servers are idle, the scheduler has two choices:

1) Assigning the job to server 1 makes server 1 busy. The energy consumption rate of the whole system becomes \( \varepsilon_1 + \varepsilon_2^0 = 4 \).

2) Assigning the job to server 2 makes server 2 busy. The energy consumption rate of the whole system becomes instead \( \varepsilon_2 + \varepsilon_1^0 = 3.5 \).

Since \( (\varepsilon_1 + \varepsilon_2^0) > (\varepsilon_2 + \varepsilon_1^0) \), which is equivalently \( (\varepsilon_1 - \varepsilon_1^0) > (\varepsilon_2 - \varepsilon_2^0) \), and since both servers have the same service rate, choosing server 2 for serving the job in this particular example turns out to be better in terms of the energy efficiency of the system, despite the fact that server 2 consumes more power when busy than server 1 does.

Intuitively, in the situation where power consumption of idle servers in a system is not necessarily negligible, the energy used by the system can be categorized into two parts: productive and unproductive. The productive part contributes to job throughput, whereas the unproductive part is a waste of energy. For a server \( j \), when it is idle, the service rate is 0 accompanied by an energy consumption rate of \( \varepsilon_j^0 \); when it is busy, the service rate becomes \( \mu_j \) and the energy consumption rate increases to \( \varepsilon_j \). We regard the additional service rate \( \mu_j - 0 \) as a reward at the cost of an additional energy consumption rate \( \varepsilon_j - \varepsilon_j^0 \). In other words, if jobs are assigned to server \( j \), the productive power used to support the service rate \( \mu_j \) is effectively \( \varepsilon_j - \varepsilon_j^0 \). Accordingly, productive power is our main concern in the design of MAIP.

Since MAIP aims for energy-efficient job assignment, for convenience of description, we label the servers according to their effective energy efficiency. In particular, in the context of MAIP, server \( i \) is defined to be more energy-efficient than server \( j \) if and only if \( \mu_i / (\varepsilon_i - \varepsilon_i^0) > \mu_j / (\varepsilon_j - \varepsilon_j^0) \). That is, for any pair of servers \( i \) and \( j \), if \( i < j \), we have \( \mu_i / (\varepsilon_i - \varepsilon_i^0) \geq \mu_j / (\varepsilon_j - \varepsilon_j^0) \). Then, MAIP works by always selecting a server with the highest effective energy efficiency among all servers that contain at least one vacant slot in their buffers, where ties are broken arbitrarily. As a result of this design, MAIP is a simple approach that requires only binary state information (i.e., available or unavailable) from each server for its implementation.

### V. Analysis

Here we give a precise definition of our optimization problem as described informally in Section V-A. In Section V-B the Whittle’s index policy for our problem is described, and in Section V-C with exponentially distributed job sizes, we prove the indexability of our server farm model and present a closed-form expression of Whittle’s index, producing the equivalence of Whittle’s index policy and MAIP. In Section V-D the proof of asymptotic optimality of Whittle’s index policy is presented, leading to the asymptotic optimality of MAIP.

As mentioned in Section II MAIP is asymptotically optimal for our server farm comprised of multiple groups of identical servers as the numbers of servers in these groups tend to infinity, which is appropriate for a modern server farm that always buys and upgrades a large number of servers of the same type and attributes at the same time.

#### A. Stochastic Process

Let \( N_j \) denote the set of all states of server \( j \), where the state, \( n_j \) is the number of jobs queueing or being served at server \( j \). Thus, \( N_j = \{0, 1, \ldots, B_j\} \), where \( B_j \geq 2 \) is the buffer size for server \( j \). For server \( j \), states 0, 1, \ldots, \( B_j - 1 \) are called controllable, and the state \( B_j \) is called uncontrollable.
The set of controllable states for server $j$, in which the server is available to be tagged, is denoted by $N_j^{(0,1)} = \{0,1,\ldots,B_j - 1\}$ while, for the uncontrollable state in the set $N_j^{(0)} = \{B_j\}$, the server is forced to be untagged because it cannot accept jobs. Recall that a tagged server has been defined in Section IV as a server selected to accept new jobs.

The vector $\mathbf{n} = (n_1,n_2,\ldots,n_K)$ represents the state of the multi-queue system, $n_j \in N_j$, $j \in \mathcal{K}$. The set of all such states $\mathbf{n}$ is denoted by $N$, the sets of uncontrollable and controllable states in $N$ are, respectively,

$$N^{(0)} = \{ \mathbf{n} \in N \mid n_j \in N_j^{(0)}, \forall j \in \mathcal{K} \},$$

$$N^{(0,1)} = \{ \mathbf{n} \in N \mid n \notin N^{(0)} \}.$$  

We define $X^\phi(t) = (X_j^\phi(t),X_{j+1}^\phi(t),\ldots,X_K^\phi(t))$ to be a vector of random variables representing the state at time $t$ under policy $\phi$ of the stochastic process of the multi-queue system. We set without loss of generality the initial state $X^\phi(0) = \mathbf{x}(0), \mathbf{x}(0) \in N$.

Decisions made on job arrivals rely on the values of $X(t)$ just before an arrival occurs. We use $a_j^\phi(t)$, $j \in \mathcal{K}$ as an indicator of activity at time $t$ under policy $\phi$, so that $a_j^\phi(t) = 1$ if server $j$ is tagged, and $a_j^\phi(t) = 0$, otherwise. Then $\sum_{j=1}^K a_j^\phi(t) \leq 1$ for all $t \geq 0$. All job assignment policies considered are stationary, so that we also use $a_0^\phi(n)$, $n \in N$, to represent the action we take on the stochastic process when the system is in state $n$. A policy $\phi$ comprises those $a^\phi(n) = (a_0^\phi(n),a_1^\phi(n),\ldots,a_K^\phi(n))$, for all $n \in N$.

For clarity of presentation, we define a mapping $R_j : N_j \rightarrow R$, where $R_j(n_j)$ ($n_j \in N_j$) is the reward rate of server $j$ in state $n_j$. Let $\mathcal{R}_j$ be the set of all such mappings $R_j$. Then, for a given vector of mappings $\mathbf{R} = (R_1,R_2,\ldots,R_K)$, we define the long-run average reward under policy $\phi$ to be

$$\gamma^\phi(\mathbf{R}) = \lim_{t \rightarrow +\infty} \frac{1}{t} \mathbb{E} \left\{ \int_0^t \sum_{j \in \mathcal{K}} R_j(X_j^\phi(u)) \, du \right\}.$$  

We refer to $\mathbf{R}$ as the reward rate function. Along similar lines, we consider $\mu_j(n_j)$ and $\varepsilon_j(n_j)$, the service rate and energy consumption rate of server $j$ in state $n_j$, respectively, as rewards; that is, $\mu_j, \varepsilon_j \in \mathcal{R}_j$. As defined in Section III, $\mu_j(n_j) = \mu_j$ and $\varepsilon_j(n_j) = \varepsilon_j$ for $n_j > 0$, $\mu_j(0) = 0$ and $\varepsilon_j(0) = \varepsilon_0$; where $\mu_j > 0$, $\varepsilon_j > \varepsilon_0$, $0, j \in \mathcal{K}$. For the vectors $\mu = (\mu_1,\mu_2,\ldots,\mu_K)$ and $\varepsilon = (\varepsilon_1,\varepsilon_2,\ldots,\varepsilon_K)$, the long-run average job service rate of the entire system is, then, $\gamma^\phi(\mu)$, and the long-run average energy consumption rate of the system is $\gamma^\phi(\varepsilon)$. The problem of maximizing energy efficiency is then encapsulated in

$$\max_{\phi} \frac{\gamma^\phi(\mu)}{\gamma^\phi(\varepsilon)}.$$  

As mentioned before, to show the asymptotic optimality of MAIP in Section V-D we will introduce necessary knowledge about the Whittle’s index in Sections V-B and will obtain its equivalence to MAIP in Section V-C.

### B. Whittle’s Index

In 1979, Gittins [52] produced the optimal solution for the general multi-armed bandit problem (MABP): the so-called Gittins’ index policy. Relaxing the constraint that only one machine (project/bandit/process) is played at a time, and only the played machine changes state, Whittle [32] published a more general model, the restless multi-armed bandit problem (RMABP) and proposed as an index the so-called Whittle’s index as an approximation for optimality.

The general definition of Whittle’s index for our problem is given here; a closed-form expression will be provided in Section V-C for the case when job sizes are exponentially distributed.

According to [19] Theorem 1, there exists a value $e^* > 0$, given by

$$e^* = \max \left\{ \frac{\gamma^\phi(\mu)}{\gamma^\phi(\varepsilon)} \right\},$$

so that our optimization problem (3) can be written as

$$\sup_{\phi} \left\{ \gamma^\phi(\mathbf{R}) : \sum_{j \in \{1,2,\ldots,K\}} a_j^\phi(t) = 1, \forall t \geq 0 \right\},$$

where the reward rate function $\mathbf{R} = (R_1,R_2,\ldots,R_K)$, $R_j \in \mathcal{R}_j$, $R_j(n_j) = \mu_j(n_j) - e^*\varepsilon_j(n_j), j \in \mathcal{K}$.

Following the Whittle’s index approach, we relax our problem (6) as

$$\sup_{\phi} \lim_{t \rightarrow +\infty} \frac{1}{t} \mathbb{E} \left\{ \int_0^t \sum_{j \in \mathcal{K}} R_j(X_j^\phi(u)) \, du \right\},$$

$$\text{s.t.} \quad \mathbb{E} \left\{ \sum_{j \in \mathcal{K} : X_j^\phi(t) \in N_j^{(0,1)}} a_j^\phi(t) \right\} = 1.$$  

Seldom in the literature it is well explained that this means that the $a_j^\phi(t)$ become random variables, so that sometimes more than one server will be tagged simultaneously. This is not consistent with the framework of our original problem and is also unrealistic.

The linear constraint in (7) is covered by the introduction of a Lagrange multiplier $\nu$.

\begin{equation}
\inf_{\nu} \sup_{\phi} \lim_{t \rightarrow +\infty} \frac{1}{t} \mathbb{E} \left\{ \int_0^t \sum_{j \in \mathcal{K}} R_j(X_j^\phi(u)) \right. \\
\left. \quad - \nu \sum_{j \in \mathcal{K} : X_j^\phi(t) \in N_j^{(0,1)}} a_j^\phi(u) \, du \right\} + \nu.
\end{equation}
For a given $\nu$, we can now decompose (8) into $K$ sub-
problems:

$$\sup_{\phi} \lim_{t \to +\infty} \frac{1}{t} \mathbb{E} \left\{ \int_0^t \left( R_j(X_j^\phi(u)) - \nu a_j^\phi(u) \right) du \right\}, \quad (9)$$

where $a_j^\phi(u) = 0$ when $X_j^\phi(u) \in N_j^{(0)}$, for $0 < u < t, j \in \mathcal{K}$.

In [33], Whittle defined a $\nu$-subsidy policy for a project (server) as an optimal solution for (9), which provides the set of states where the given project will be passive (untagged), and introduced the following definition.

**Definition 1.** Let $D(\nu)$ be the set of passive states of a project under a $\nu$-subsidy policy. The project is indexable if $D(\nu)$ increases monotonically from $\emptyset$ to the set of all possible states for the project as $\nu$ increases from $-\infty$ to $+\infty$.

In particular, if a project (server) $j$ is indexable and there is a $\nu^*$ satisfying $n_j \notin D(\nu)$ for $\nu \leq \nu^*$ and $n_j \in D(\nu)$ otherwise then this $\nu^*$ is the value of Whittle’s index for project (server) $j$ at state $n_j$. Whittle’s index policy for the multi-queue system chooses a controllable server (a server in controllable states) with highest Whittle’s index to be tagged (with others untagged) at each decision making epoch.

### C. Indexability

We give the closed form of the optimal solution for Problem (9): that is, the Whittle’s index policy, for the case with exponentially distributed job sizes. Our approach uses the theory of semi-Markov decision processes and the Hamilton-Jacobi-Bellman equation. Formulation in this way requires the exponential job size assumption.

Let $V^{\nu_j}_j(n_j, R_j)$ be, for policy $\phi_j$, the expected value of the cumulative reward of a process for server $j \in \mathcal{K}$ that starts from state $n_j \in N_j$ and ends when it first goes into an absorbing state $n_0 \in N_j$ with reward rate $R_j(n_j) - \nu a_j^\phi(n_j)$. In particular, $V^{\nu_j}_j(n_0) = 0$ for any $\phi_j$. Here, $\phi_j$ is a stationary policy for server $j$, which determines whether it is tagged or not according to its current state $X_j^\phi(t)$. Because state 0 is reachable from all other states, we can assume without loss of generality that $n_0^\phi = 0$ for all $j \in \mathcal{K}$. For this section, we define $R_j(n_j) = \mu_j(n_j) - \epsilon_j(n_j)$, $j \in \mathcal{K}$, where $\epsilon^*$ is defined as in (3).

Now, let $\Psi^H_j$, $j \in \mathcal{K}$, represent a process for server $j$ that starts from state 0 until it reaches state 0 again, where $\phi_j$ is constrained to those policies satisfying $a_j^\phi(0) = 1$. The set of all such policies is denoted by $\Psi^H_j$. It follows from [33] Corollary 6.20 and Theorem 7.5] that the average reward of process $\Psi^H_j$ is equivalent to the long-run average reward of the system.

Now an application of the g-revised criterion [33] Theorem 7.6, Theorem 7.7), yields the followed corollary to these two theorems.

**Corollary 1.** For a server $j$ as defined in Section III and a given $\nu < +\infty$, let $R_j(n_j) = \mu_j(n_j) - \epsilon_j(n_j)$, and (1) there exists a real $g$, with $R_j^\phi(n_j) = R_j(n_j) - \nu g$ such that if policy $\phi^*_j \in \Psi^H_j$ maximizes $V^{\nu_j}_j$, then $\phi^*_j$ also maximizes the long-run average reward of server $j$ with reward rate $R_j(n_j) - a_j^\phi(n_j) \nu$, $n_j \in N_j$, among all policies in $\Psi^H_j$. In particular, this value of $g$, denoted by $g^*$, is equivalent to the maximized long-run average reward.

In other words, if we compare the maximized average reward of process $\Psi^H_j$ under policy $\phi^*_j$ and policy $\phi^0_j$ with $a_j^\phi(0) = 0$ (and all the actions for non-zero states are the same as $\phi^*_j$), then the one with higher average reward is the optimal policy for (9). Note that, in our server farm model, if $a_j^\phi(0) = 0$, the actions for non-zero states are meaningless since the corresponding server (queue) will never leave state 0.

We start by finding $\phi^*_j$. Let $V^{\nu_j}_j(n_j, R_j^\phi) = \sup_{\phi_j} V^{\nu_j}_j(n_j, R_j^\phi)$. The maximization of $V^{\nu_j}_j(n_j, R_j^\phi)$ can be written using the Hamilton-Jacobi-Bellman equation as

$$V^{\nu_j}_j(n_j, R_j^\phi) = \max \left\{ \left( R_j^\phi(n_j) - \nu \right) \tau_j^1(n_j) + \sum_{n \in N_j} P_j(n_j, n)V^{\nu_j}_j(n, R_j^\phi), \right.$$  

$$\left. R_j^\phi(n_j) \tau_j^0(n_j) + \sum_{n \in N_j} P_j(n_j, n)V^{\nu_j}_j(n, R_j^\phi) \right\}, \quad (10)$$

where $\tau_j^1(n_j)$ and $\tau_j^0(n_j)$, are the expected sojourn time in state $n_j$ for $a_j^\phi(n_j) = 1$, and $a_j^\phi(n_j) = 0$, respectively, and $P_j(n_j, n)$ and $P_j^0(n_j, n), n_j, n \in N_j$, are the transition probability for $a_j^\phi(n_j) = 1$ and $a_j^\phi(n_j) = 0$, respectively.

For (10), there is a specific $\nu$, referred to as $\nu^*_j(n_j, R_j^\phi)$, satisfying

$$\nu^*_j(n_j, R_j^\phi) = \sum_{n \in N_j} P_j(n_j, n)V^{\nu^*_j}_j(n, R_j^\phi) \right.$$  

$$\left. - \sum_{n \in N_j} P_j^0(n_j, n)V^{\nu^*_j}_j(n, R_j^\phi) + R_j^\phi(n_j)(\tau_j^1(n_j) - \tau_j^0(n_j)). \quad (11)$$

For an indexable server $j$, we define a policy as follows:

- If $\nu < \nu^*_j(n_j, R_j^\phi)$, $j$ will be tagged
- If $\nu > \nu^*_j(n_j, R_j^\phi)$, $j$ will be untagged, and
- If $\nu = \nu^*_j(n_j, R_j^\phi)$, $j$ can be either tagged or untagged.

(12)

The $\nu^*_j(n_j, R_j^\phi)$, $n_j \in N_j, j \in \mathcal{K}$, constitute Whittle’s index [32] in this context, and (12) defines the optimal solution for Problem (9). According to (11), although the value of $\nu^*_j(n_j, R_j^\phi)$ may appear to rely on $\nu$, we prove later that, in our case, the value of $\nu^*_j(n_j, R_j^\phi)$ can be expressed in close form and is independent of $\nu$, and that the server farm in our context is indexable according to the definition in [32].

**Proposition 1.** For the system defined in Section III, $j \in \mathcal{K}$,

$$\nu^*_j(n_j, R_j^\phi) = \frac{\lambda(\mu_j - \epsilon_j n_j)}{\mu_j}, \quad n_j = 1, 2, \ldots, B_j - 1.$$  

(13)

**Proof.** The proof is given in Appendix A.
The optimal policy, denoted by $\phi^*_j$, that maximizes $V^{g_j, \nu}(n_j, R^g_j)$ also maximizes the average reward of process $p_j^H$ with the value of $g$ specified in Corollary 1 among all policies in $\Phi^H_j$. For the optimal $\nu$-subsidy policy, it remains to compare $\phi^*_j$ with $a^1_j(0) = 1$ and $\phi^0_j$ with $a^{g_j}(0) = 0$.

**Proposition 2.** For the system defined in Section III, $j \in \mathcal{K}$,

$$v_j^*(0, R^g_j) = \frac{\lambda}{\mu_j} \left( \mu_j - e^* \varepsilon_j + e^* \varepsilon_j \right).$$

**Proof.** The proof is given in Appendix B.

Now Proposition 3 is a consequence of Propositions 1 and 2.

**Proposition 3.** For the system defined in Section III, if job sizes are exponentially distributed then the Whittle’s index of server $j$ at state $n_j$ is:

$$v_j^*(n_j, R^g_j) = \lambda(1 - e^* \varepsilon_j - e^* \varepsilon_j) / \mu_j, \quad n_j = 0, 1, \ldots, B_j - 1.$$

Evidently then, the system is indexable.

**Proof.** The proof is given in Appendix C.

It is clear that the Whittle’s index policy, which prioritizes server(s) with the highest index value at each decision making epoch, is equivalent to our MAIP policy defined in (4), when job sizes are exponentially distributed. Note that the form of Whittle’s index in the case for general job-size distributions remains unclear. In Section VI, we demonstrate numerically the sensitivity of MAIP to highly varying job sizes.

**D. Asymptotic Optimality**

We will prove the asymptotic optimality of MAIP as the number of servers becomes large when job sizes are exponentially distributes and the number of servers is scaled under appropriate and reasonable conditions for large server farms (as discussed in Section I).

We will apply the proof methodology of Weber and Weiss [45] for the asymptotic optimality of index policies to our problem though, as we have already stated in Section III, this proof cannot be directly applied to our problem because of the presence of uncontrollable states. We define an additional (virtual) server, designated as server $K + 1$, to handle the blocking case when all actual servers are full; this server has only one state (server $K + 1$ never changes state) with zero reward rate. This virtual server is only used in the proof of asymptotic optimality in this section. For this server, $[N^{(0), 1}]_{K + 1}^1 = 0$, and $N^{(0), 1} = \emptyset$. In addition, we define $\mathcal{K}^+ = \mathcal{K} \cup \{ K + 1 \}$ as the set of servers including this extra zero-reward server. The set of controllable states of these $K + 1$ servers is defined as $N^{(0), 1} = \bigcup_{i \in \mathcal{K}^+} N^{(0), 1}_i$, and the set of uncontrollable states is $N^{(0)} = \bigcup_{i \in \mathcal{K}^+} N^{(0), 1}_i$.

In this section, those servers with identical buffer size, service rate, and energy consumption rate are grouped as a server group, and we label these server groups as server groups $1, 2, \ldots, K$. For servers $i, j$ of the same server group, $N^{(0), 1}_i = N^{(0), 1}_j$ and $N^{(0)}_i = N^{(0)}_j$. For clarity of presentation, we define $N^{(0), 1}_i$ and $N^{(0)}_i$, $i = 1, 2, \ldots, K$ as, respectively, the sets of controllable and uncontrollable states of servers in server group $i$. We regard states for different server groups as different states; that is, $N^{(0), 1}_i \cap N^{(0), 1}_j = \emptyset$ and $N^{(0)}_i \cap N^{(0)}_j = \emptyset$ for different server groups $i$ and $j, i, j = 1, 2, \ldots, K$. Let $Z^g_i(t)$ be the random variable representing the proportion of servers in state $i \in N^{(0), 1} \cup N^{(0)}_i$ at time $t$ under policy $\phi$. As previously, we label states $i \in N^{(0), 1} \cup N^{(0)}_i$ as $1, 2, \ldots, I$, where $I = |N^{(0), 1} \cup N^{(0)}_i|$, and use $Z^g_i(t)$ to denote the random vector $(Z^g_i(t), Z^g_2(t), \ldots, Z^g_i(t))$. Correspondingly, actions $a^0_i(n_j), n_j \in N_i, j \in \mathcal{K}^+$, correspond to actions $a^0(i), i \in N^{(0), 1} \cup N^{(0)}_i$.

Let $z, z' \in R^I$ be instantiations of $Z^g_i(t)$, $t > 0$, $\phi \in \Phi$. Transitions of the random vector $Z^g_i(t)$ from $z$ to $z'$ can be written as $z' = z + e_i, \phi$, where $e_i, \phi$ is a vector of which the $i$th element is $1 + \frac{1}{\lambda_i}$, the $i'$th element is $-1 + \frac{1}{\lambda_i}$ and otherwise is zero, $i, i' \in N^{(0), 1} \cup N^{(0)}_i$. In particular, for the server farm defined in Section III, servers in server group $j$ only appear in state $i \in N^{(0), 1} \cup N^{(0)}_j$; that is, the transition from $z$ to $z' = z + e_i, \phi, i \in N^{(0), 1} \cup N^{(0)}_j, i' \in N^{(0), 1} \cup N^{(0)}_j, j, j' = 1, 2, \ldots, K, j \neq j'$ never occur. We address such impossible transitions by setting the corresponding transition probabilities to zero. The states $i \in N^{(0), 1}$ are ordered according to descending index values, where all states $i \in N^{(0)}$ follow the controllable states in the ordering, with $a^0(i) = 0$ for $i \in N^{(0)}$. Then, we set the state $i \in N^{(0), 1} \cup N^{(0)}_i$ of the zero-reward server, which is also a controllable state, to come after all the other controllable states but to precede the uncontrollable states. Because of the existence of the zero-reward server $K + 1$, the number of servers in controllable states can always meet the constraint (7). Note here that we artificially move the state of server $K + 1$ and the uncontrollable states to places in the ordering that do not accord with their indices, which are zero. We will show later that such movements do not affect the long-run average performance of Whittle’s index policy, which exists and is equivalent to MAIP in our context. The position of a state in the ordering $i = 1, 2, \ldots, I$ is also defined as its label.

Let $\gamma^{LR}(\phi)$ be the long-run average reward of the original problem (6) (that is, without relaxation) under policy $\phi$, and $\gamma^{LR}(\phi)$ the long-run average reward of the relaxed problem (7) under policy $\phi$. In addition, let $\gamma^{LR}(\phi)$ the maximal long-run average reward of the original problem, and $\gamma^{LR}(\phi)$ the maximal long-run average reward of the relaxed problem. From the definition of our system, $\gamma^{LR}(\phi) / K, \gamma^{LR}(\phi) / K \leq \max_{g \in \mathcal{K}^+ \times \mathcal{N}, n \in \mathcal{N}, \gamma^{LR}(n_j) < +\infty}$, where $R_j(n_j)$ is the reward rate of server $j$ in state $n_j$ as defined before. Let index denote the Whittle’s index policy, then, we obtain $\gamma^{LR}(\phi) / K \leq \gamma^{LR}(\phi) / K \leq \gamma^{LR}(\phi) / K$. Following the idea of [45], we prove, under Whittle’s index policy, that $\gamma^{LR}(\phi) / K \leq \gamma^{LR}(\phi) / K \to 0$ when $K$ is scaled in a certain way.

To demonstrate asymptotic optimality, we now describe the stationary policies, including Whittle’s index policy, in another way. Let $u_j^0(z) \in [0, 1], z \in R^I, i = 1, 2, \ldots, I$, be the probability for a server in state $i \in N^{(0), 1} \cup N^{(0)}$ to be tagged ($a^0(i) = 1$) when $Z^g_i(t) = z$. Then, $1 - u_j^0(z)$ is the probability...
for a server in state $i$ to be untagged ($\phi^i(i) = 0$).

Define $N_i^+$, $i \in \hat{N}^{(0.1)} \cup N^{(0)}$ to be the set of states
that precede state $i$ in the ordering. Then, for Whittle’s index policy,
we obtain

$$ u_i^\text{index}(z) = \frac{1}{z_i} \min \left\{ z_i, \max \left\{ 0, \frac{1}{K+1} - \sum_{i' \in N_i^+} z_{i'} \right\} \right\}. $$

(15)

Our multi-queue system is stable, since any stationary policy
will lead to an irreducible Markov chain for the associated
process and the number of states is finite. Then, for a policy
$\phi \in \Phi$, the vector $X(t)$ converges as $t \to \infty$ in distribution
to a random vector $X^\phi$. In the equilibrium region, let $\pi_j^\phi$
be the steady state distribution of $X_j^\phi$ for server $j$, $j \in X^\phi$,
under policy $\phi \in \Phi$, where $\pi_j^\phi(i), i \in N_j$, is the steady state
probability of state $i$. For clarity of presentation, we extend
vector $\pi_j^\phi$ to a vector of length $I$, written $\tilde{\pi}_j^\phi$, of which the $i$th
element is $\pi_j^\phi(i)$, if $i \in N_j$, and otherwise, 0. The long-run
expected value of $Z(t)$ is $\sum_{j=1}^{K+1} \tilde{\pi}_j^\phi/(K+1)$. In the server
farm defined in Section III, the long-run expected value of $Z^\phi(t)$
will be a member of the set

$$ Z = \left\{ z \in R^I \middle| \sum_{i \in \hat{N}^{(0.1)} \cup N^{(0)}} z_i = 1, \forall i \in \hat{N}^{(0.1)} \cup N^{(0)}, z_i \geq 0 \right\}. $$

(16)

Write $q^1(z, z_i, z'_j)$ and $q^0(z, z_i, z'_j)$, $z \in Z$, $i \in \hat{N}^{(0.1)} \cup N^{(0)}$, as the average transition rate of the $i$th element in vector
$z$ from $z_i$ to $z'_i$, under tagged and untagged actions, respectively.
Then, the average transition rate of the $i$th element of $z$ under
policy $\phi$ is given by

$$ q^\phi(z, z_i, z'_j) = u_i^\phi(z)q^1(z, z_i, z'_j) + (1 - u_i^\phi(z))q^0(z, z_i, z'_j). $$

We consider the following differential equation for a stochastic
process, denoted by $z^\phi(t) = (z^\phi_1(t), z^\phi_2(t), \ldots, z^\phi_I(t))$,

$$ \frac{dz^\phi(t)}{dt} = \sum_{z_i} \left[ z_i(t)q^\phi(z^\phi(t), z_i, z_i^\phi(t)) - z_i^\phi(t)q^\phi(z^\phi(t), z_i^\phi(t), z_i^\phi(t)) \right]. $$

(17)

Because of the global balance at an equilibrium point of
$\lim_{t \to +\infty} \int_0^t Z^\phi(u)du/t$, if exists, denoted by $z^\phi$,
$dz^\phi(t)/dt\big|_{Z^\phi(t)=z^\phi} = 0$. Let $OPT$ represent the optimal
solution of the relaxed problem (7) and recall that $\text{index}$
represents the Whittle’s index policy. Since $u_i^\text{index}(z^\text{index}) =
\bar{u}_i^{OPT}(z^\text{index})$, following the proof of [43] Theorem 2, we
obtain $dz^{OPT}(t)/dt\big|_{Z^{OPT}(t)=z^{index}} = 0$ and $z^{index} = z^{OPT}$,
if both $z^{index}$ and $z^{OPT}$ exist. The existence of $z^{index}$ and $z^{OPT}$
will be discussed later.

For a small $\delta > 0$, we define $R^\phi_{\delta}$ as the average re-
ward rates during the time period that $|Z^\phi(t) - z^\phi(t)| \leq \delta$
under policy $\phi$ with $Z^\phi(0) = z^\phi(0)$, and $R_m/K =
\sup_{t \to +\infty} \sup_{\delta > 0} |R(X^\phi(t))/K| < +\infty$ is an upper bound
of the absolute value of the reward rate divided by $K$. Then,

$$ \frac{\gamma_{LR}}{K} = \frac{\gamma_{OPT}(\text{index})}{K} \leq \lim_{\delta \to 0} \lim_{t \to +\infty} \frac{1}{t} \int_0^t \frac{R_m}{K} P \left\{ |Z^{OPT}(u) - Z^{OPT}(t)| > \delta \right\} + \frac{R_m}{K} P \left\{ |Z^{index}(u) - Z^{index}(t)| > \delta \right\} $n \leq \frac{R}{I^{\text{index}}}(t) - \frac{R}{I^{\text{index}}}(t) \leq \frac{R}{I} \right\} du. $$

(18)

The server farm is decomposed into $K$ server groups, with number of servers in the $i$th group denoted by $K_i$, $i = 1, 2, \ldots, K$. Then, $K = \sum_{i=1}^K K_i$. Following the proof
of [43] Proposition, for any $K_1 = K_1^n, K_1 = 1, 2, \ldots, n = 1, 2, \ldots, \delta > 0$ and $\phi$ is set to be either
$index$ or $OPT$,

$$ \lim_{n \to +\infty} \lim_{t \to +\infty} \frac{1}{t} \int_0^t P \left\{ |Z^\phi(u) - z^\phi(u)| > \delta \right\} du = 0. $$

(19)

We provide a justification of (19) in Appendix D following
[54] Chapter 7. Then, as $n \to +\infty$, the existence of an equivalence
point of $\lim_{t \to +\infty} \int_0^t Z^\phi(u)du/t$ leads to the existence of $z^\phi = \lim_{t \to +\infty} \int_0^t Z^\phi(u)du/t$ (using the Lipschitz continuity
of the right side of Equation (17) as a function of $z^\phi(t)$). We obtain

$$ \lim_{n \to +\infty} \lim_{\delta \to 0} \frac{R}{I^{\text{OPT}}} \left( \frac{R}{I^{\text{OPT}}} - \frac{R}{I^{\text{index}}} \right) = 0, $$

and

$$ \lim_{n \to +\infty} \left( \frac{\gamma_{LR}}{K} - \frac{\gamma_{OPT}(\text{index})}{K} \right) = 0. $$

Finally, $\gamma_{OPT}(\text{index})/K - \gamma_{OPT}/K \to 0$ as $n \to +\infty$; that is,
MAIP (Whittle’s index policy) approaches the optimal solution
in terms of energy efficiency as the number of servers in each
server group tends to infinity at the appropriate rate.

VI. NUMERICAL RESULTS

In this section, we provide extensive numerical results ob-
tained by simulation to evaluate the performance of the MAIP
policy. All results are presented in the form of an observed
mean from multiple independent runs of the corresponding
experiment. The confidence intervals at the 95% level based
on Student’s $t$-distribution are maintained within $\pm 5\%$
of the observed mean. For convenience of describing the results,
given two numerical quantities $x > 0$ and $y > 0$, we define
the relative difference of $x$ to $y$ as $(x - y)/y$.

In all experiments, we have a system of servers that are
divided into three server groups. Servers in each server group
$i, i = 1, 2, 3$, have the same buffer size, service rate and energy
consumption rate, denoted by $\beta_i, \mu_i, \xi_i$ and $\bar{z}_i$, respectively.
We consider this to be a realistic setting since in practice a
server farm is likely to comprise multiple servers of the same
difference of $L^i = 1$ variant of MAIP that neglects idle power and hence treats (MNIP). As its name suggests, MNIP is a straightforward assignment, here we consider a baseline policy, called of idle power. To demonstrate the effect of idle power on job A. Effect of Idle Power

Recall that MAIP is designed to take into account the effect of idle power. To demonstrate the effect of idle power on job assignment, here we consider a baseline policy, called Most energy-efficient available server first Neglecting Idle Power (MNIP). As its name suggests, MNIP is a straightforward variant of MAIP that neglects idle power and hence treats $\varepsilon^j_i = 0$ for all $j \in K$ in the process of selecting servers for job assignment. We compare MAIP with MNIP in terms of energy efficiency, job throughput and power consumption under various system parameters.

For the set of experiments in Fig. the number of servers $K$ is identical to the arrival rate for all values of $\rho$ that we fix the normalized offered traffic $\bar{\rho}$, and randomly generate $\bar{\mu}_i$ and $\bar{\varepsilon}_i$ as $\bar{\mu}_1 = 6.86$, $\bar{\varepsilon}_1 = 6.86$, $\bar{\mu}_2 = 3.64$, $\bar{\varepsilon}_2 = 3.72$, $\bar{\mu}_3 = 2.87$, $\bar{\varepsilon}_3 = 3.15$. The normalized offered traffic $\rho$ is varied from 0.01 to 0.9.

The results in Fig. are presented in the form of the relative difference of MAIP to MNIP in terms of each corresponding performance measure. We observe in Fig. (b) that, in all cases, both policies have almost the same performance in job throughput. We also observe in Fig. (a) and Fig. (c) that, in the case where $\rho \rightarrow 0$ or $\rho \rightarrow 1$, the two policies are close to each other in terms of both energy efficiency and power consumption. This is because in such trivial and extreme cases the system is at all times either almost empty or almost fully occupied. However, in the realistic cases where $\rho$ is not too large and not too small, MAIP significantly outperforms MNIP with a gain of over 45% in energy efficiency at $\rho = 0.4, 0.5$.

In Fig. we use the same settings as in Fig. except that we fix the normalized offered traffic $\rho$ at 0.6 and vary the number of servers $K$ from 3 to 690. Note that here we increase $K$ by increasing the number of servers in each of the three server groups. We observe in Fig. (b) that, under such a medium traffic load, the service capacity is sufficiently large, so that with both MAIP and MNIP almost all jobs can be admitted and hence the job throughput is almost identical to the arrival rate for all values of $K$. As a result,
the job throughput increases almost linearly with respect to the number of servers $K$. We observe in Fig. 2(c) that, for both policies, the power consumption also increases almost linearly with respect to the number of servers $K$. However, it is clear that the power consumption of MAIP increases at a significantly smaller rate than that of MNIP, which results in a substantial improvement of the energy efficiency by nearly 36% in all cases as seen in Fig. 2(a).

For the set of experiments in Fig. 3, we again consider a system where each server group has 15 servers and we set $B_i = 10$ for $i = 1, 2, 3$. We introduce a parameter $\beta$, where different values of $\beta$ lead to different levels of server heterogeneity. In particular, we consider three different values for $\beta$, i.e., $\beta = 0.5, 1, 1.5$. We set $\bar{\varepsilon}_i / \varepsilon_i = (0.4i - 0.3)^\beta$ for $i = 1, 2, 3$. The set of service rates $\mu_i$ are randomly generated from the range $[1, 10]$ and are arranged in a non-increasing order, i.e., $\mu_1 \geq \mu_2 \geq \mu_3$. For the set of energy consumption rates $\varepsilon_i$, we first choose two real numbers $\bar{a}_1$ and $\bar{a}_2$ randomly from $[0.5, 1]$. Then, with $\bar{\mu}_1 / \bar{\varepsilon}_1 = 200$, we set $\bar{\mu}_i / \bar{\varepsilon}_i = \bar{a}_{i-1} \bar{\mu}_{i-1} / \bar{\varepsilon}_{i-1}$ for $i = 2, 3$.

The results in Fig. 3 are obtained from 1000 experiments and are plotted in the form of cumulative distribution of the relative difference of MAIP to MNIP in terms of the energy efficiency. We observe in Fig. 3 that MAIP significantly outperforms MNIP by up to 60%. It can also be observed from Fig. 3(a) and Fig. 3(b) that MAIP outperforms MNIP by more than 10% in nearly 100% of the experiments for the case $\beta = 0.5$. In addition, we observe in Fig. 3 that, as the level of server heterogeneity (i.e., the value of $\beta$) becomes higher, the performance improvement of MAIP over MNIP in general becomes larger, although the gain is decreasing when the normalized offered traffic $\rho$ approaches 0.8, similar to what is observed in Fig. 2(a).

**B. Effect of Jockeying Cost**

Recall that MAIP is designed as a non-jockeying policy, which is more appropriate than jockeying policies for job assignment in a large-scale server farm. As discussed in Section II, jockeying policies suit a small server farm where the cost associated with jockeying is negligible. In large-scale systems, the cost associated with jockeying can be significant and may have a snowball effect on the system performance. Here, we demonstrate the benefits of MAIP in a server farm where jockeying costs are high, by comparing it with a jockeying policy known as Most Energy Efficient Server First (MEESF) proposed in [20].

The settings of servers in each of the three server groups are based on the benchmark results of Dell PowerEdge rack
servers R610 (August 2010), R620 (May 2012) and R630 (April 2015). Specifically, we normalize $\bar{\mu}_3$ and $\bar{\varepsilon}_3$ to one and then set $\bar{\mu}_1/\bar{\mu}_3 = 3.5$, $\bar{\varepsilon}_1/\bar{\varepsilon}_3 = 1.2$, $\bar{\varepsilon}_2/\bar{\varepsilon}_1 = 0.2$, $\bar{\mu}_2/\bar{\mu}_3 = 1.4$, $\bar{\varepsilon}_2/\bar{\varepsilon}_3 = 1.1$, $\bar{\varepsilon}_3/\bar{\varepsilon}_2 = 0.2$ and $\bar{\varepsilon}_3/\bar{\varepsilon}_1 = 0.3$. We also set $B_i = 10$ for $i = 1, 2, 3$ and $\rho = 0.6$. The number of servers $K$ is varied from 3 to 270, where we increase $K$ by increasing the number of servers in each of the three server groups.

Let us assume that each jockeying action incurs a (constant) delay $\Delta$. That is, when a job is reassigned from server $i$ to server $j$, it will be suspended for a period $\Delta$ before resumed on server $j$. Clearly, when $\Delta > 0$, this is equivalent to increasing the size of the job and hence its service requirement. Accordingly, for a given system, a non-zero cost per jockeying action indeed increases the traffic load. We consider three different values for $\Delta$. The case where $\Delta = 0$ is for zero jockeying cost, the case where $\Delta = 0.0005$ indicates a relatively small cost per jockeying action, and the case where $\Delta = 0.01$ represents a large cost per jockeying action. The results are presented in Fig. 4 for the energy efficiency and in Fig. 5 for the job throughput.

For the case where $\Delta = 0$, we have a similar observation in Fig. 5(a) to that in Fig. 2(b) That is, under a medium traffic load, the service capacity is sufficiently large, so that both MAIP and MEESF yield a job throughput that is almost identical to the arrival rate for all values of $K$. We observe in Fig. 4(a) that, in this case, MEESF consistently outperforms MAIP in terms of the energy efficiency, even though with a very small margin.

For the case where $\Delta = 0.0005$, we observe in Fig. 5(b) that, since the cost per jockeying action is relatively small, the service capacity turns out to be sufficiently large so that the job throughput of MEESF is not affected. We also observe in Fig. 4(b) that, when the number of servers $K$ is small, the energy efficiency of MEESF is still better than that of MAIP. However, when the number of servers $K$ is large, the energy efficiency of MEESF is clearly degraded. This is because, as $K$ increases, the number of jockeying actions required for a job on average increases. With a non-zero cost per jockeying action, it can substantially increase the power consumption, since we are forced to use more of those less energy-efficient servers to meet the increased traffic load.

The effect is more profound when $\Delta$ is increased to 0.01. In this case, as shown in Fig. 4(c) and Fig. 5(c) the cost associated with jockeying is so high that both the job throughput and the energy efficiency of MEESF are significantly degraded, due to the substantially increased traffic load.
C. Sensitivity to Job-Size Distribution

The workload characterizations of many computer science applications, such as Web file sizes, IP flow durations, and the lifetimes of supercomputing jobs, are known to exhibit heavy-tailed distributions [27], [28]. Here, we are interested to see if the performance of MAIP is sensitive to the job-size distribution. To this end, in addition to the exponential distribution, we further consider three different distributions, i.e., deterministic, Pareto with the shape parameter set to 2.001 (Pareto-1 for short), and Pareto with the shape parameter set to 1.98 (Pareto-2 for short). In all cases, we set the mean to be one.

We use the same experiment settings as in Fig. 3 with $\beta = 1$. In each experiment, we obtain the energy efficiency of MAIP, and compute the relative difference of the one using each corresponding distribution to the one using the exponential distribution. Fig. 6 plots the cumulative distribution of the relative difference results obtained from the 1000 experiments for each particular value of the normalized offered traffic $\rho$. We observe in Fig. 6 that all relative difference results are between $-5\%$ and 0. Given that the confidence intervals of these simulation results are maintained within $\pm5\%$ of the observed mean with a 95% confidence level, the energy efficiency of MAIP seems not to be too sensitive to the job-size distribution.

VII. CONCLUSIONS

We have studied the stochastic job assignment problem in a server farm comprising multiple processor sharing servers with different service rates, energy consumption rates and buffer sizes. Our aim has been to maximize the energy efficiency of the entire system, defined as the ratio of the long-run average job departure rate to the long-run average power consumption, by effectively assigning jobs/requests to these servers. To this end, we have introduced MAIP job assignment policy and have proved its equivalence to the Whittle’s index policy when job sizes are exponentially distributed. MAIP only requires information of binary states of servers, and can be implemented by using a binary variable for each server. This policy does not require any estimation or prediction of average arrival rate. MAIP has been proven to approach optimality as the numbers of servers in server groups tend to infinity when job sizes are exponentially distributed. This asymptotic property is appropriate to a large-scale server farm that is likely to purchase and upgrade a large number of servers with the same style and attributes at the same time. The proof for asymptotic optimality has been completed by applying the ideas of Weber and Weiss [45] to our multi-queue system with inevitable uncontrollable states. Extensive numerical results have illustrated the significant superiority of MAIP over MNIP (the baseline policy) in a general situation where energy efficiency of each server differs from its effective energy efficiency. MAIP has been shown numerically to give similar energy efficiency results in cases of exponential and Pareto job-size distributions, which indicates that it is appropriate to a server farm with highly varying job sizes. Through a numerical example, we have shown that MAIP is more appropriate than MEESF for a server farm with non-zero jockeying cost in the example, which is also useful for a real large-scale system with significant cost of job reassignment.

APPENDIX A

PROOF OF PROPOSITION I

Lemma 1. For the system defined in Section III with exponentially distributed job sizes, let $a^{\nu,g}_j(n_j)$ denote the action taken in state $n_j$ under the policy which optimizes (10) for a given $\nu$. The following two statements are equivalent: (1) $\nu \leq \lambda (V^\nu_j(n_j+1, R^\nu_j) - V^\nu_j(n_j, R^\nu_j))$, and (2) $a^{\nu,g}_j(n_j) = 1$, where $n_j = 1, 2, \ldots, B_j - 1$.

Proof. According to (10) and (11), observe that, for a given $R^\nu_j$, $n_j = 1, 2, \ldots, B_j - 1$, $j \in \mathbb{N}^+$, there exists a value $\nu^*_j(n_j, R^\nu_j) \in R$, satisfying

$$a^{\nu,g}_j(n_j) = \begin{cases} 1, & \nu \leq \nu^*_j(n_j, R^\nu_j), \\ 0, & \text{otherwise.} \end{cases}$$

We rewrite (10) as

$$V^\nu_j(n_j, R^\nu_j) = \max \left\{ \frac{\mu_j - e^\nu \epsilon_j - g}{\lambda + \mu_j} + V^\nu_j(n_j - 1, R^\nu_j), \right.$$  

$$\frac{\mu_j - e^\nu \epsilon_j - g}{\lambda + \mu_j} + \frac{\lambda}{\lambda + \mu_j} V^\nu_j(n_j + 1, R^\nu_j),$$  

$$\right. \} \quad (21)$$

where $1/\lambda$ and $1/\mu_j$ are the average lengths of one sojourn in state $n_j$ with and without new arrivals (tagged and untagged), respectively. We obtain

$$\nu^*_j(n_j, R^\nu_j) = \lambda (V^\nu_j(n_j + 1, R^\nu_j) - V^\nu_j(n_j, R^\nu_j)) - \frac{\lambda (\mu_j - e^\nu \epsilon_j - g)}{\mu_j}$$

Again, by (21), if $a^{\nu,g}_j(n_j) = 1$, then

$$V^\nu_j(n_j, R^\nu_j) - V^\nu_j(n_j - 1, R^\nu_j) = \frac{\lambda}{\mu_j} (V^\nu_j(n_j + 1, R^\nu_j) - V^\nu_j(n_j, R^\nu_j)) + \frac{\mu_j - e^\nu \epsilon_j - g}{\mu_j}$$

Recall that $a^{\nu,g}_j(n_j) = 1$ when $\nu \leq \nu^*_j(n_j, R^\nu_j)$, where the identity indicates no difference between $a^{\nu,g}_j(n_j) = 0$ and $a^{\nu,g}_j(n_j) = 1$. We conclude that $\nu^*_j(n_j, R^\nu_j) = \lambda (V^\nu_j(n_j + 1, R^\nu_j) - V^\nu_j(n_j, R^\nu_j))$, $n_j = 1, 2, \ldots, B_j - 1$. This proves the lemma.

Lemma 2. For the system defined in Section III with exponentially distributed job sizes, $\forall n_j = 1, 2, \ldots, B_j - 1, j = 1, 2, \ldots, K + 1$, $V^\nu_j(n_j + 1, R^\nu_j) - V^\nu_j(n_j, R^\nu_j) \geq \frac{\mu_j - e^\nu \epsilon_j - g}{\mu_j}$.  

Proof. For $n_j = B_j - 1$, $V^\nu_j(B_j, R^\nu_j) - V^\nu_j(B_j - 1, R^\nu_j) = (\mu_j - e^\nu \epsilon_j - g)/\mu_j$. According to (21), if $a^{\nu,g}_j(n_j) = 0$, $n_j = 1, 2, \ldots, B_j - 1$, then, $V^\nu_j(n_j, R^\nu_j) - V^\nu_j(n_j - 1, R^\nu_j) = (\mu_j - e^\nu \epsilon_j - g)/\mu_j$. Also, if $a^{\nu,g}_j(n_j) = 1$, $n_j = 1, 2, \ldots, B_j - 1$, then we obtain (23) and, based on Lemma 1,

$$V^\nu_j(n_j, R^\nu_j) - V^\nu_j(n_j - 1, R^\nu_j) \geq \frac{\mu_j - e^\nu \epsilon_j - g}{\mu_j}. \quad (24)$$
This proves the lemma. □

Next, we complete the proof of Proposition 1.

Proof. If \( a_{j}^{\nu,g}(n_j) = 0 \) then, by Lemmas 1 and 2, \( \nu > \lambda (V_n(n_j + 1, R_j^2) - V_n(n_j, R_j^2)) \geq (\lambda (\mu_j - e^* \varepsilon_j - g))/\mu_j \). It remains to prove that, if \( \nu > (\lambda (\mu_j - e^* \varepsilon_j - g))/\mu_j \), then \( a_{j}^{\nu,g}(n_j) = 0 \). By definition, \( V_n^\prime(B_j, R_j^2) - V_n^\prime(B_j - 1, R_j^2) = (\mu_j - e^* \varepsilon_j - g)/\mu_j \), and by Lemma 1, \( \nu^\prime(B_j - 1, R_j^2) = (\mu_j - e^* \varepsilon_j - g)/\mu_j \).

Finally, we complete the proof by induction. Assume that \( \nu^\prime(n, R_j^2) = (\mu_j - e^* \varepsilon_j - g)/\mu_j \), for all \( n \geq n_j, n_j = 2, 3, \ldots, B_j - 1 \). If \( \nu > (\lambda (\mu_j - e^* \varepsilon_j - g))/\mu_j \), then \( a_{j}^{\nu,g}(n) = 0 \) for all \( n \geq n_j \); that is, \( V_n^\prime(n, R_j^2) - V_n^\prime(n - 1, R_j^2) = (\mu_j - e^* \varepsilon_j - g)/\mu_j \), for all \( n \geq n_j \). Together with Lemma 1, \( \nu^\prime(n_j - 1, R_j^2) = (\lambda (V_n^\prime(n_j, R_j^2) - V_n^\prime(n_j - 1, R_j^2)) = (\mu_j - e^* \varepsilon_j - g)/\mu_j \). That is, if \( \nu > (\lambda (\mu_j - e^* \varepsilon_j - g))/\mu_j \), then \( \nu > \nu^\prime(n_j - 1, R_j^2) \); that is, \( a_{j}^{\nu,g}(n_j - 1) = 0 \). This proves the lemma. □

APPENDIX B
PROOF OF PROPOSITION 2

Proof. We now discuss the action made in state 0; that is, \( a_{j}^{\nu,g}(0) \). Let \( \pi_j,n_j \) be the steady state distribution of state \( n_j \in N_j \) under policy \( \phi_j^* \) over the process \( \mathcal{P}_j^H \). We consider the following problem.

\[
\max \left\{ -e^* \varepsilon_j^0, \left( -e^* \varepsilon_j^0 \right) \pi_j,0 + (1 - \pi_j,0) (\mu_j - e^* \varepsilon_j) \right\} = \left( -e^* \varepsilon_j^0 \right) \pi_j,0 + (1 - \pi_j,0) (\mu_j - e^* \varepsilon_j) \]

It follows that \( a_{j}^{\nu,g}(0) = 1 \) is equivalent to

\[
\nu \leq \frac{(1 - \pi_j,0) (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)}{\sum_{n_j=1}^{B_j-1} a_{j}^{\nu,g}(n_j) \pi_j,n_j + \pi_j,0}. \tag{26}
\]

By Proposition 1 if \( \nu \leq \lambda (\mu_j - e^* \varepsilon_j - g)/\mu_j \), for a given \( g \), then \( a_{j}^{\nu,g}(n_j) = 1 \), for all \( n_j = 1, 2, \ldots, B_j - 1 \); otherwise, \( a_{j}^{\nu,g}(n_j) = 0 \). According to our definitions and Corollary 1, \( a_{j}^{\nu,g}(n_j) = a_{j}^{\nu,g}(n_j) \), \( n_j = 1, 2, \ldots, B_j - 1 \), where \( g^* > 0 \) is the average reward of process \( \mathcal{P}_j^H \) under policy \( \phi_j^* \). Now we split discussion of \( \mathcal{P}_j^H \) into two cases. If \( \nu \leq \lambda (\mu_j - e^* \varepsilon_j - g)/\mu_j \), then, \( \mathcal{P}_j^H \) is equivalent to

\[
\nu \leq \frac{\sum_{i=1}^{B_j} \left( \frac{1}{\mu_j} \right)^i \left( \mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0 \right)}{\sum_{i=0}^{B_j-1} \left( \frac{1}{\mu_j} \right)^i} = \frac{\lambda (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)}{\mu_j}. \tag{27}
\]

By definition of our problem, \( \mathcal{P}_j^H \) is valid when \( \varepsilon_j^0 \geq 0 \) and \( \nu \leq \lambda (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)/\mu_j \). If \( \nu \geq \lambda (\mu_j - e^* \varepsilon_j - g^*)/\mu_j \), then \( \mathcal{P}_j^H \) is equivalent to \( \nu \leq \lambda (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)/\mu_j \). As a consequence,

\[
\nu^\prime(0) = \frac{\lambda (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)}{\mu_j}. \tag{28}
\]

APPENDIX C
PROOF OF PROPOSITION 3

Proof. Based on Proposition 2 the proposition is proved for \( n_j = 0 \). We assume without loss of generality that \( \nu \leq \lambda (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)/\mu_j \), i.e. \( a_{j}^{\nu,g}(0) = 1 \).

According to Corollary 1 we obtain

\[
g^* = \sum_{n_j \in N_j} \pi_j,n_j \left( R_j(n_j) - a_{j}^{\nu,g}(n_j) \nu \right).
\]

Together with Proposition 1 we rewrite \( \nu \leq \nu_j^*(n_j, R_j^g), \) \( n_j = 1, 2, \ldots, B_j - 1 \) as

\[
\nu \leq \frac{\lambda (\mu_j - e^* \varepsilon_j - (1 - \pi_j,0) \mu_j - e^* \varepsilon_j)}{\mu_j} + \pi_j,0 e^* \varepsilon_j^0 + \nu (1 - \pi_j,0, B_j) \mu_j = \frac{\lambda (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0)}{\mu_j^*}.
\]

As in the case for \( \nu \leq \nu^*(n_j, R_j^g), \) \( n_j = 1, 2, \ldots, B_j - 1 \), we rewrite \( \nu > \nu^*(n_j, R_j^g) \) as

\[
\nu > \frac{\lambda \mu_j}{\mu_j} (\mu_j - e^* \varepsilon_j + e^* \varepsilon_j^0).
\]

Equations (29) and (30) prove the proposition. □

APPENDIX D
CONSEQUENCES OF THE AVERAGING PRINCIPLE

For \( K_i^0, \) \( i = 1, 2, \ldots, \bar{K} \) with \( \sum_{i=1}^{K} K^0_i = K^0 \), define random variables \( \xi_i \) as follows. Let \( t_{0,k}, k = 1, 2, \ldots \), \( t_{0,k}, i = 1, 2, \ldots, K^0, k = 1, 2, \ldots \), be the times of the kth arrival and of the kth departure from server \( i \), respectively, as follows. For \( j = 0, 1, \ldots, K^0 \),

\[
t_{j,k} - t_{j,k}', t_{j,k}' = \min_{k'' = 1, 2, \ldots, K^0} \left\{ t_{j,k''} | \xi_j < t_{j,k''} \right\} \leq t_{j,k} \leq t_{j,k}' - t_{j,k}',
\]

\[
\xi_{j,t} = \left\{ \begin{array}{ll}
\min_{k'' = 1, 2, \ldots, K^0} \left\{ t_{j,k''} | \xi_j < t_{j,k''} \right\}, & \text{if } t_{j,k} > t_{j,k}',
\text{max}_{k'' = 1, 2, \ldots, K^0} \left\{ t_{j,k''} | \xi_j < t_{j,k''} \right\}, & \text{otherwise,}
\end{array} \right.
\]

Here, the \( \xi_i \) is almost surely continuous except for a finite number of discontinuities of the first kind in any bounded interval of \( t > 0 \).

For \( x \in R^I \), \( i = 1, 2, \ldots, I \), we define the action for the Whittle’s index policy as

\[
a_i^{\text{index}}(x) = \begin{cases} 1 & \text{if } i = \min \{i | x_i^- > 0, i = 1, 2, \ldots, I\}, \\
0 & \text{otherwise},
\end{cases}
\]

where \( x_i^- = \sum_{k=1}^{i} x_k \) and the action for the optimal solution of the relaxed problem is

\[
a_i^{\text{OPT}}(x) = \begin{cases} 1 & \nu_i^* \geq \nu, x_i > 0, \\
0 & \text{otherwise},
\end{cases}
\]
for given state indices $\nu^\prime, i \in \mathcal{N}(0,1) \cup \mathcal{N}(0)$, and $\nu$.

We define a function, $Q^\phi(i, i', x, \xi)$, where $\phi \in \Phi, i, i' \in \mathcal{N}(0,1) \cup \mathcal{N}(0)$. For given $\xi = (\xi_0, \xi_1, \ldots, \xi_K)$ $\in R^{K+1}$ and $x = (x_1, x_2, \ldots, x_K) \in R^I$, $Q^\phi(i, i', x, \xi)$ is given, for $i \neq 1, i', i + 1 \in \mathcal{N}(0,1) \cup \mathcal{N}(0,1)$, $j = 1, 2, \ldots, K$ by

$$Q^\phi(i, i + 1, x, \xi) = \sum_{j = 1}^{2} a_j(i, x, \xi)$$

$$Q^\phi(i, i - 1, x, \xi) = \sum_{j = 1}^{2} a_j(i, x, \xi)$$

$$Q^\phi(i, i', x, \xi) = 0$$

where $\phi$ is set to be either $\text{index}$ or $\text{OPT}$, $x_k = \sum_{k=1}^{x_k}$, and, with $0 < a < 1$, $f_{i,a}(x, \xi)$ and $f_{i,a}(x, \xi)$ are appropriate functions to make $Q(i, i', x, \xi)$ smooth in $x$ for all given $\xi \in R^{K+1}$ and $0 < a < 1$. Here $a$ is a parameter controlling the Lipschitz condition. Then, for any given $0 < a < 1$, $Q^\phi(i, i', x, \xi)$ is bounded and satisfies a Lipschitz condition over any bounded set of $x \in R^I$ and $\xi \in R^{K+1}$.

For $0 < a < 1$ and $\epsilon > 0$, we define $X^\phi_{i,\epsilon}$ to be a solution of the differential equation

$$X^\phi_{i,\epsilon} = b^\phi(x_i, \xi_{i,\epsilon})$$

$$= \sum_{i' \in \mathcal{N}(0,1) \cup \mathcal{N}(0)} Q^\phi(i', i, X^\phi_{i,\epsilon}, \xi_{i,\epsilon}) - Q^\phi(i', i', X^\phi_{i,\epsilon}, \xi_{i,\epsilon}),$$

where $\phi$ is set to be either $\text{index}$ or $\text{OPT}$. It follows that $b^\phi(x_i, \xi_{i,\epsilon})$ also satisfies a Lipschitz condition on bounded sets in $R^I \times R^{K+1}$.

From the above definitions, for any $x \in R^I$, $\epsilon > 0$, there exists $\xi^\phi(x)$ satisfying

$$\lim_{T \to +\infty} P \left\{ \frac{1}{T} \int_{t}^{t+T} b^\phi(x, \xi_s) ds - b^\phi(x) \right\} = 0, \quad \text{(36)}$$

uniformly in $t > 0$. Let $x^\phi$ be the solution of $x^\phi = \tilde{b^\phi}(x^\phi), \tilde{x}^\phi = X^\phi_{T,\epsilon}$.

Now we invoke [44] Chapter 7, Theorem 2.1 if (36) holds, and $E[\xi^\phi(x, \xi_{i,\epsilon})]^2 < +\infty$ for all $x \in R^I$, then, for any $T > 0, \delta > 0$,

$$\lim_{\epsilon \to 0} P \left\{ \sup_{0 \leq t \leq T} |X^\phi_{t,\epsilon} - \xi^\phi(t)| > \delta \right\} = 0.$$ 

We scale the time line of the stochastic process by $\epsilon > 0$. As $\epsilon$ tends to zero, time is speeded up, and in this way the stochastic process $\{X^\phi_{t,\epsilon}\}$, driven by the random variable $\xi_{i,\epsilon}$, converges to the deterministic process $\{\xi^\phi(t)\}$ defined by the differential equation $\tilde{b^\phi}(x)$.

Now we interpret the scaling by $\epsilon$ in another way. Along similar lines, for a positive integer $n$ and a scaled system, where $K = nK^0$ replaces $K^0, i = 1, 2, \ldots, K$, and $K = n \sum_{j=1}^{K} K^0, i = 1, 2, \ldots, K$, and $\xi_{i,\epsilon}$ are exponentially distributed with rate $\lambda_{i,\epsilon}$, $i = 0, 1, \ldots, K^0$, and $\lambda_{K^0}$, respectively, where $\lambda_{i,\epsilon}$, $i = 0, 1, \ldots, K^0$, are the corresponding rates for random variables $\xi_{i,\epsilon}$. We then define, $Q^\phi_{i,\epsilon}(i, i', x, \xi^n)$ for $x \in R^I$ and $\xi^n \in R^{nK^0+1}$ as in Equation [54], with appropriate modifications for the change in dimension, where again the functions $f_{i,a}(x, \xi^n)$ and $f_{i,a}(x, \xi^n)$ are appropriately defined to guarantee smoothness of $Q^\phi_{i,\epsilon}(i, i', x, \xi^n)$ for all given $\xi^n \in R^{nK^0+1}$ and $0 < a < 1$. Here, again, $a$ is a parameter controlling the Lipschitz constant, and $\phi$ is set to be either $\text{index}$ or $\text{OPT}$. Let $x_{i,\epsilon} = \sum_{k=1}^{x_k}$.

In the same vein, for $x \in R^I$ and $\xi^n \in R^{nK^0+1}$, a differential equation is given by

$$b^\phi_{i,\epsilon}(x, \xi^n) = \sum_{i', \xi_{i,\epsilon}} Q^\phi_{i,\epsilon}(i', i, \xi^n) - Q^\phi_{i,\epsilon}(i', i', \xi^n). \quad \text{(38)}$$

If we set $\epsilon = 1/n$ then, for any $x \in R^I$, $n > 0$ and $T > 0$,

$$\int_{0}^{T} b^\phi_{i,\epsilon}(x, \xi_{i,\epsilon}) dt \quad \text{and} \quad \int_{0}^{T} b^\phi_{i,\epsilon}(x, \xi_{i,\epsilon}) n dt$$

are equivalently distributed with $\phi$ set to be either $\text{index}$ or $\text{OPT}$. We define $Z^n_{i,\epsilon} = Z^n_{i,\epsilon} = x_0/(K^0 + 1)$ (there is a zero-reward virtual server), and

$$Z^n_{t,\epsilon} = n(K^0 + 1) b^\phi_{i,\epsilon}(n(K^0 + 1) Z^n_{i,\epsilon}, t)$$

and

$$Z^n_{i,\epsilon} = n(K^0 + 1) b^\phi_{i,\epsilon}((K^0 + 1) Z^n_{i,\epsilon}, t).$$

From (37), we obtain

$$\lim_{n \to +\infty} P \left\{ \sup_{0 \leq t \leq T} |Z^n_{t,\epsilon} - \xi^\phi(t)/(K^0 + 1)| > \delta \right\} = 0,$$

for $\phi$ set to be either $\text{index}$ or $\text{OPT}$. Therefore the scaling of time by $\epsilon = 1/n$ is equivalent to scaling of system size by $n$.

Because of the Lipschitz continuity of $Z^n_{i,\epsilon}$ and $\xi^\phi(t)$ on $0 < a < 1, \lim_{a \to 0} Z^n_{i,\epsilon} da = 0$ and $\lim_{a \to 0} \xi^\phi(t) da = 0$, equation (39) holds true in the limiting case as $a \to 0$. Also, if $Z^n_{i,\epsilon} = Z^\phi(0)$, and $\xi^\phi(t)/(K^0 + 1) = z^\phi(t)$, then $\lim_{a \to 0} Z^n_{i,\epsilon} = Z^\phi(t)$, and $\lim_{a \to 0} Z^n_{i,\epsilon} = Z^\phi(t)$, where $\phi$ is set to be either $\text{index}$ or $\text{OPT}$, $Z^n_{i,\epsilon}$ represents the proportions of servers under policy $\phi$ at time $t$ and $z^\phi(t)$ is given by (17) (as defined in Section V.D). This leads to (19).
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